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Introduction

James B. Rule

Public issues are like living creatures. They have life-cycles – beginnings,
middles and (eventually) ends. Issues are typically the offspring of non-issues:
things that people once considered trivial, normal or inevitable, but which they
redefine as unacceptable, even intolerable, and susceptible to change. Very
often these transitions into issue-hood are the work of social movements that
publicize and condemn what they hold to be scandalous conditions – as in the
public definition of sexual harassment as a condition requiring remedial action
in law and policy. Other issues ‘just grow’, as people come to agree even with-
out exhortation that certain conditions, perhaps of long standing, are no longer
acceptable. Whatever their origins, public issues are defined by their contested
nature – their acknowledged status as matters on which people have to take
stands for or against change.

This book traces the birth and early history of privacy, and the need for its
protection, as a public issue. Privacy is an inexact term, one that gets applied
to a variety of related concerns. We focus here on controversies over the fate
of personal data held by government and private institutions in conventional
or computerized files. Since roughly the 1960s, such privacy concerns have
risen to the state of issue-hood in virtually all the world’s democracies. At
stake are such questions as what personal information institutions may collect,
where and how it can be stored, who can gain access to it, and what actions
can be taken on its basis.

Spurring these concerns has been the growing realization that such files
have potentially sweeping consequences for the lives of those depicted in
them. People’s records direct the attentions of law enforcement authorities;
shape consumers’ access to credit and insurance; guide the search for
suspected terrorists; help determine our tax liabilities; shape the medical care
and social welfare benefits that we receive – and on and on. In a world where
one’s records count for more and more, in terms of the treatment one receives
from major institutions, questions of what practices should govern creation
and use of such records were all but inevitable. It was the growing conviction
that these consequential processes require active attention and response in law
and policy that transformed privacy into a public issue.

This work seeks to make sense of divergences and parallels across countries
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on these matters. It traces the interactions between global forces and national
contexts on the privacy issue in seven countries since the 1960s. Separate chap-
ters focus on the United States, Australia, Hong Kong, France, Germany,
Hungary and South Korea. One additional chapter covers the evolution of inter-
national agreements that have shaped privacy policy throughout the world.

Many people believe that computing was the unique and original cause of
the emergence of privacy as a public issue. This is not strictly true. Struggles
over what personal information could be committed to records, who could
compile such records and what could be done with them were under way well
before anyone realized that computing might play a role in these processes.
What new information technologies have done is to accelerate the expansion
of personal data systems – making them both more extensive and more conse-
quential in the lives of ordinary citizens.

Most obviously, computing makes it vastly more feasible for government
and private institutions to create and use enormous databases of personal
information that would have been prohibitively costly under conventional
technologies. I can recall, from some very early research, a centralized
American security clearance agency in Ohio in the 1960s that relied on blue
paper index cards for every individual. Today reliance on paper-based records
on that scale would be unfeasible at any reasonable cost. By contrast, we take
it for granted that the incremental costs of adding to, sharing and manipulat-
ing personal data in today’s computerized record-systems are all but negligi-
ble. The result is that all sorts of personal data that would otherwise simply be
‘lost’ – passing unrecorded from human notice – are now ‘harvested’ by insti-
tutions that do everything from allocating consumer credit to directing anti-
terrorist efforts. Such institutional appetites for personal data generate a
never-ending stream of privacy controversies.

Computing thus makes it attractive to capture and use personal data in all
sorts of settings and for all sorts of purposes that would once have been incon-
ceivable. One result is to narrow the realm of anonymity – so that fewer inter-
actions, relationships and transactions are possible without identifying one’s
self. Any American can attest to this phenomenon over the last decade, partic-
ularly in the wake of the 11 September attacks. From boarding a domestic air
flight to renting a car to entering large buildings, presentation of ‘government-
issued photo ID’ has become a taken-for-granted requirement. Telephone calls
widely announce the identity of the caller – regardless of the caller’s prefer-
ences in the matter. In cities abroad, subway travel often involves the rider
identifying himself or herself by name. As one result, London’s Metropolitan
police have used the resulting travel records to track supposed perpetrators of
crime who appear to have stolen victims’ transit cards. Similar stories could be
told about access to medical care, toll roads and bridges, cable TV service and
a host of other everyday conveniences.
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New information technologies have not compelled anyone to collect the
data at issue in these settings. But they have enabled large institutions to asso-
ciate specific transactions and events with specific individuals in ways that
alarm privacy advocates.

There are countless examples. Consider RFID technology. RFID (radio-
frequency identification) chips are tiny transmitting devices, often no bigger
than a grain of rice, that can broadcast their whereabouts to sensors, without
being noted by the person who might be carrying them. They can be unobtru-
sively loaded in merchandise, passports, pets or indeed in people themselves
(that is, by insertion under one’s skin) so as to track the chip’s movements.
Originally used to monitor inventory and prevent theft from retail establish-
ments, they now promise to provide another source of data on the movements
of people and the things they carry with them.

All these changes make personal information available in new forms, to
new parties, and for new purposes. Often the personal data in question simply
did not exist previously, at least in any enduring form. Who (besides the
wearer) could tell, before the use of RFID chips, where one’s underwear came
from, or where it was going? Who could take stock, before automated toll
collections, of the identities of the hordes of travelers on superhighways or
bridges? The existence of personal data in recorded form inevitably brings
new opportunities – and conflicts. Who can use RFID equipment to track the
whereabouts and movements of American passports? When can data on toll
road use be accessed? Should these data be more open to government investi-
gators, say, than to parties to divorce proceedings?

Answers to such questions help define what one might call the privacy
culture prevailing in any setting – the ‘map’ of taken-for-granted expectations
of what categories of personal information one can expect to keep to one’s
self, and what will normally be disclosed to one party or another. The one sure
generalization about privacy cultures in recent times is that they are every-
where in headlong change. Demands on our privacy from what sociologists
like to call ‘primary groups’ – family, church or community – generally dimin-
ish, as the claims of such groups on our loyalties grow weaker. But at the same
time, in the spheres of concern to this book, privacy cultures shaped by
demands of government and private-sector institutions on personal informa-
tion are reflecting new constraints. From tax collection agencies to credit
reporting companies to anti-terrorist investigators, bureaucratic organizations
are seeking and using more and more of ‘our’ data – and the prerogatives of
such access are more and more accepted in prevailing privacy cultures.

Individually, capture of any one new form of personal information is apt to
strike anyone simply as an annoyance or indignity. But cumulatively, the broad
growth of systems like these – with their long-lasting storage of personal data
and easy sharing across systems – points to trends that alarm privacy advocates.
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The accumulation of these vast stores of personal information, and their
systematic use by public and private organizations, change basic relationships
between ordinary people and institutions. These changes signal long-term
shifts in the ability of governments and corporations to ‘reach out’ and shape
people’s lives. And in so doing they trigger the search for new principles, new
institutions, and new legal and policy constraints to address the newly-defined
issue of information privacy.

*

The United States seems to have been the first country to focus on privacy as
a public issue. As early as the 1960s, Americans’ anxiety over creation and use
of files on consumers’ credit histories triggered demands for public action. The
ultimate result was federal legislation on credit records based on principles
that became widely applied in other domains. But credit controversies quickly
paled in comparison to those surrounding political abuse of government data
files by the Nixon administration in the Watergate period. Coming at a
moment of maximum mistrust of public institutions, demands for reform of
institutional record-keeping on ‘private’ citizens thus joined a striking array of
other new public issues. One key result was America’s Privacy Act of 1974,
governing administrative records held by federal agencies. Today this law
remains the American privacy legislation of broadest applicability – in
contrast to piecemeal legislation covering specific forms of personal data in
health care, bank records, video rentals and the like.

In 1973, Sweden passed its Data Act – the first national privacy act in the
world. By the end of the 1970s, West Germany, France, Norway, Luxembourg,
Denmark and Austria had framed their own national personal data-protection
legislation. In the 1980s, Canada, the UK, Australia, the Netherlands, Finland,
Iceland, Israel and Japan joined this ‘privacy club’. In 1995, the European
Union adopted its influential Privacy Directive, for eventual ‘transposition’
into the legal systems of all member countries. Today the EU membership
stands at 27 countries with roughly 450 million inhabitants; all these states are
formally committed to the precepts of the 1995 Directive. Other countries
adopting privacy codes in recent years include India, South Korea and
Argentina.

In all these countries, the status of privacy as a public issue is now taken
for granted. Whatever institutions and policies have been adopted in response,
one assumption has to be taken for granted: personal data must not be treated
as though it were just any form of data. As German privacy spokesman Spiros
Simitis commented, regarding a trade dispute between Europe and the United
States over the export of personal information, ‘This is not bananas we are
talking about.’ The fact that information refers to people, and accordingly has
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direct repercussions on their lives, means that some special principles must
govern its use.

But what should those principles be? Indeed, what are the essential ‘goods’
to be defended by privacy protection efforts, or the most notorious ‘bads’ to be
avoided? How should misuse or abuse of personal data be understood – and
what forms of these things should be considered most dangerous? What sorts
of institutions, policies or legal forms provide the most effective measures to
these ends? Here countries adopting privacy codes have evolved answers that
differ considerably.

Considerably, but not totally. Even a casual look at the unfolding of the
privacy issue since its inception reveals striking national parallels. Like many
another issue that came into existence in the 1960s, privacy concerns today
constitute a global phenomenon. Global, in that many of the forces shaping
privacy controversies take much the same form all over the world.

Among these are the technologies and management strategies of privacy
invasion. Managers everywhere, in both government and private institutions,
pursue very similar visions of doing better by knowing more about the people
they are dealing with. Tax authorities in all countries yearn to develop more
comprehensive information that might reflect on citizens’ tax liabilities. Security
agencies always seek to find ways of using available personal data – and data
that might be created – to identify and track potential terrorists. Police and other
law-enforcement agencies eye anonymous populations and wish that they had
more reliable tools for knowing who is who. Credit grantors and sellers of insur-
ance everywhere seek information that will reveal which consumers will prove
to be profitable customers – and which ones to avoid. Direct marketers strive
constantly for information on individuals and their living situations that will
reveal what consumers are most susceptible to which advertising campaigns.
And for all these purposes, the possibilities offered by present-day information
technology know no borders. Software systems, servers or data-base manage-
ment systems available in one country today can be in place on the other side of
the world next week – if the proper investments are made. 

*

Even before the rise of computing, privacy concerns elicited global attention
– in terms of international declarations on the importance of protecting
privacy. As early as 1948, the UN adopted the Universal Declaration of
Human Rights, which declares

No one shall be subjected to arbitrary interference with his privacy, family, home or
correspondence, nor to attacks upon his honor and reputation. Everyone has the
right to the protection of the law against such interference or attacks.
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This rather vague statement took no cognizance of changes soon to be trig-
gered by computing. But as the potential for overbearing use of computerized
personal data became clear, a number of influential bodies proposed codes of
practice to govern systems of personal data – codes that have had far-reaching
repercussions in law and policy. Among the most influential of these codes are
those promulgated by US Department of Health, Education and Welfare
(1973), the Council of Europe (1981), the Organization for Economic Co-
operation and Development (1980), the Australian Privacy Charter Council
(1992) and the Canadian Standards Association (1996).

These bodies came up with recommendations showing some notable
common themes. One can condense their precepts into the following nine
points:

1. The keeper of any system of personal records is responsible for the safety,
security and integrity of the data so stored. (HEW, OECD, CSA, APC,
C of E)

2. The existence, purposes and workings of such systems should be read-
ily accessible to public understanding. (HEW, OECD, CSA, APC, C of
E)

3. A single figure (a ‘privacy officer’ or ‘data controller’) should be identi-
fied publicly as responsible for safeguarding the privacy interests affected
by the working of each such system. (OECD, CSA, APC, C of E)

4. Information held in such systems must be collected legally and fairly.
(OECD, CSA, APC, C of E)

5. Individuals must be able to review the content of information held on
them in such systems and the uses and disclosures of such information;
individuals must be able to obtain redress for inaccurate and inappro-
priate uses and disclosures of such data. (HEW, OECD, CSA, APC, C
of E)

6. Personal data should only be collected in the form and to the extent neces-
sary to fulfill the purposes of the system. (OECD, CSA, APC)

7. Information held in file should be as accurate and up-to-date as necessary
to fulfill the purposes of the system. (OECD, CSA, APC, C of E)

8. Information collected for one purpose should not be used or released for
other purposes, except under legal requirement or with permission of the
individual. (HEW, OECD, CSA, APC)

9. Information held in file should be collected with the knowledge or consent
of the person concerned. (OECD, CSA, APC)

(from Privacy in Peril, James B. Rule, Oxford University Press, New York,
2007, p. 26)

Most of the five codes propose at least a few precepts not found in the
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others. Principle 10 of the Australian Privacy Charter, for example, stipulates
that ‘People ought to have the option of not identifying themselves when
entering transactions.’ But all things considered, the nine points above can be
considered consensus principles of ‘fair information practices’ – practices now
widely held to be basic to protecting privacy in institutional treatment of
personal data.

It would be hard to overemphasize the global influence of these princi-
ples. They have individually and jointly inspired privacy codes all over the
world. The recommendations of the Canadian Standards Association, for
example, directly shaped that country’s 2000 legislation governing personal
data practices in the private sector. The OECD Guidelines had much influ-
ence over the European Community’s 1995 Privacy Directive, which in turn
now forms the basis for privacy law in all EU member countries. Lee
Bygrave devotes his chapter to tracing these direct and indirect lines of
influence, and other contributors to this work note their repercussions for
policy in each country.

*

A more diffuse carrier of global ideas has been the growing world-wide
community of what I call ‘privacy watchers’ – people who track the issue
from within many countries and many different social positions within those
countries, yet communicate freely across international boundaries. Privacy
watchers include journalists, jurists, government officials, business people,
scholars and grass-roots citizens. Some are professional activists working,
often on shoe-string budgets, in organizations like Privacy International in
London; the Citizens’ Action Network in South Korea; the Center for
Democracy and Technology and EPIC in Washington, DC; and Option
Consommateurs in Montreal. Among government officials, privacy watchers
include staff members of the national and provincial privacy commissions
established in most of the world’s prosperous democracies. Though these
figures hardly speak with a single voice, they share an informed understand-
ing of the underlying issues that makes them a force in decisions on treatment
of personal data all over the globe. They play the indispensable role of moni-
toring and analyzing the workings of systems whose complexity and scope
are bound to overwhelm the attention capacity of most members of the
public.

If this mix of human and technological forces were all that mattered,
privacy protection would take something close to the same form everywhere
– and there would be no need for a book like this. But even in a world where
such global influences make themselves felt predictably, national responses
are far less predictable. Ultimately, only states can create privacy codes. Even
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casual examination reveals that these codes take many forms – in the institu-
tions created to protect privacy, the legal precepts invoked to that end, and in
the political cultures through which the issue is contested. Uses of personal
data widely accepted in one country – for example, the unauthorized trade in
personal financial data for credit and marketing in the United States – are
blocked by privacy strictures in France, Australia and elsewhere. Independent
national agencies dedicated to privacy protection at the national level are all
but universal among the world’s prosperous democracies – yet the United
States, which gave birth to privacy as a public issue, has consistently refused
to create such a body. Citizens and residents of some countries have long
been inured to carrying government-mandated ID cards – as in South Korea
and Germany – whereas other governments, however attracted to the advan-
tages that such systems would place at their disposal, have failed to impose
them.

In short, the evolution-in-progress of privacy as a public issue resembles
many other forms of globalization. Each country presents an array of privacy
developments recognizable to virtually any informed outside observer – along
with practices, attitudes and institutions that appear utterly peculiar to the
countries in which they occur. And often these parallels and divergences are
deceptive. Apparently similar laws and institutions in fact work in different
fashions in different countries – whereas what seem to be quite different
arrangements may conduce to rather similar results.

Thus policy-makers in every country adopting privacy codes have had to
confront some predictable and consequential choices. Many countries, includ-
ing EU members, have enacted generic privacy legislation that establishes
rights applying to all personal data held in file – for example, rights of access
to one’s own file. Such rights are typically qualified by exceptions, for exam-
ple excluding from privacy codes investigative activities by law enforcement
or state security agencies. But notwithstanding such exceptions, a system of
generic privacy rights creates a different environment from the piecemeal
approach prevailing, say, in the private sector in the United States. There one’s
rights over information on choices of video rentals are different from those
regarding health-care data – and those in turn different from rights over
consumer credit files. And many forms of private-sector data in the US are not
governed by any subjects’ rights.

Then there are questions of what authority should be empowered to act on
behalf of citizens’ privacy interests. In the United States, individuals normally
must act on their own behalf to enforce privacy rights, where they exist. In
nearly every other democracy, a privacy commission or commissioner has
authority to act on behalf of privacy interests – including interests of aggrieved
individuals who have no other recourse. But the powers accorded to commis-
sions and commissioners differ from country to country. Some privacy
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commissioners have the right to initiate investigations of data systems
suspected of violating data rights; others do not. Some privacy commissioners
can introduce, on their own initiative, national legislation; most do not have
this power. Some privacy commissioners can condemn personal data uses as
violations of privacy law at their own instance; others act only in response to
complaints from the public. Some commissioners and commissions have as a
major element of their responsibilities adjudication and conciliation between
individuals and institutional users of their data; others do little or no such
mediation. All these distinctions turn out to have far-reaching repercussions in
terms of what privacy interests receive enforcement, when, how and on whose
behalf. Each chapter of this book considers the distinctive directions taken in
these respects in one country.

Then, too, there are significant differences in interpretation of crucial ideas
of privacy-protection practice, even when the underlying principles are shared.
Many privacy codes specify that an individual’s consent is necessary, before
specific forms of personal information can be collected and used. But how is
‘consent’ manifested – when does it exist by implication, for example? And
what circumstances should be held to render consent meaningless? On
subscribing to a magazine, most of us no doubt feel we are granting implicit
consent to the publisher to retain our address data for the duration of the
subscription; without these data, the publication could not be sent. But do we
also grant consent, in these circumstances, to the publisher to use our data for
other purposes – for example, to exchange with other publications, so that they
may direct advertising appeals our way? And what about the ‘consent’ of the
sort that used to be sought from Americans seeking medical care – authoriz-
ing the care-giver to share information with virtually any parties that might be
necessary for purposes ranging from medical determinations to billing? At
what point do incentives against withholding one’s consent render such
consent meaningless?

Related issues arise in tensions between ‘opt-in’ and ‘opt-out’ interpreta-
tions of privacy measures. Is my consent to dissemination of my bank account
data assumed, if I fail to indicate wishes to the contrary (the ‘opt-out’ inter-
pretation)? Or is the absence of any statement to be interpreted as no consent
(‘opt-in’)? This dilemma arises in countless settings – from banking and
finance; to the capture of data for direct advertising; to uses of data from tele-
phone books and local tax records. Opt-in requirements are obviously more
protective of privacy; data-keeping institutions generally favor opt-out. Here,
too, different countries have navigated the resulting policy pressures in quite
different ways.

National approaches to privacy protection in matters like these of course
differ across countries, but also across time. Many privacy-watchers would
hold that privacy protection is weaker in the United States – with its scarcity
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of broad rights and lack of any national office dedicated to privacy protection
– than in other prosperous democracies. But most observers would probably
also agree that world-wide levels of privacy protection have declined in recent
years, especially in response to the ‘war on terror’. The influence of the United
States, both in commercial and government data practices, has played a key
role in this global trend – as America has pressured other countries to compile
and share personal data, such as that on air travelers, that would otherwise be
protected by national privacy guarantees. Then, too, American corporations
have been extending their reach into many other consumer societies – causing
scandal recently in Canada, for example, by selling the personal telephone
records of Canada’s Privacy Commissioner to Canadian journalists. The
erosion of privacy guarantees over time, and the role of the US government
and private interests in that erosion, are themes for the chapters that follow.

* 

The idea for this book arose in dinner conversations between Graham
Greenleaf and James Rule in 2003. We reflected that a number of valuable
sources provide basic comparative information on the state of privacy law and
institutions in different countries (for example, Privacy and Human Rights
2005, published by the Electronic Privacy Information Center). But we could
think of no comparative analyses of what one might call the social and polit-
ical chemistry underlying the state of current practice in various countries. Our
interest lay not mainly in documenting what forms of data collection were and
were not legal in each country. Instead, we wanted to sponsor analyses from
experts within a series of countries of how privacy sensitivities had arisen and
asserted themselves in each place.

We wanted to consider who had first brought the issue to the fore; what
forms of privacy protection were readily accepted in each country, and which
were contested; what different government agencies did and did not define
roles for themselves in protecting people’s interests in treatment of ‘their’ data;
and what parties and what groups in each country might reasonably be consid-
ered winners, and losers, as a result of the unfolding of the privacy issue. In
short, we wanted the chapters to portray the unfolding fate of privacy in each
country as a distinctive manifestation of the political and cultural life of that
country.

We knew that coverage of all countries with working privacy codes was
impossible. By the new millennium, that would have yielded a volume with
scores of chapters. Instead, we resolved to commission accounts of parallel
developments in a representative variety of countries. It would make no sense,
we concluded, to commission chapters on countries where privacy issues had
barely surfaced. But among countries with some history of privacy-protection
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measures, we could ensure a measure of variability in coverage. Thus some
countries covered here have relatively long-standing privacy codes; others are
relatively new members of the global ‘privacy club’. The United States and
France were among the first countries to adopt privacy codes, in the 1970s;
Hong Kong, South Korea and Hungary have done so just since the 1990s.

As context for the national studies, we needed a look at international agree-
ments whose precepts have inspired national privacy codes around the world.
Lee Bygrave’s chapter does this. It shows how a core of consequential ideas
have emerged, beginning with the Council of Europe initiatives in the 1970s,
that have come to define the meaning of adequate privacy protection around
the globe.

Many of the countries covered here have strong and long-standing national-
level agencies dedicated to privacy protection; the United States, by contrast,
has no such body, and no sign of creating one. Nor does the United States have
a strong tradition of establishing what privacy watchers call omnibus privacy
rights – rights over all or nearly all categories of personal data files. Instead,
more than other countries, the United States has generated specific protections
for treatment of data in narrowly-defined settings – health care, for example,
or consumer credit. Priscilla Regan explores the implications of this form of
American exceptionalism in her chapter on the United States.

We also wanted this work to cover as many different continents, legal tradi-
tions, levels of prosperity and other dimensions of social, political and
economic difference as possible. Some of the countries included here have
long-standing liberal traditions that have lent themselves readily to establish-
ment of privacy rights. The United States, Australia, France and Germany, for
example, all have long histories of efforts – unevenly successful, to be sure –
to defend individual rights and autonomy. But the differences across these
countries are revealing. France, as Andre Vitalis points out, has a strong and
long-standing national privacy commission that bans much private-sector
reporting on consumers’ personal finances – whose parallels in the United
States are the stuff of everyday commerce.

Australia has a more populist public ethos that has supported widespread
resistance to identity cards and American-style credit reporting. But as
Graham Greenleaf shows in his chapter, Australians accept many of the same
forms of state surveillance orchestrated by the French and American govern-
ments. In this latter connection, Wolfgang Kilian’s chapter on Germany
suggests that privacy sentiments have generated more substantial resistance to
state monitoring there than in many other countries.

Hungary and South Korea strike a contrast here. These countries have
recently emerged as liberal democracies, after years of authoritarian rule. As
Ivan Szekely and Whon-Il Park demonstrate, recent memories of abuse of
personal information by the authorities have generated added public support
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for privacy protection – at least in the immediate aftermath of the repressive
eras.

Finally, Hong Kong presents the most interesting case of all – not a coun-
try, but a polity occupying a precarious space between an overtly authoritarian
regime and the world of liberal market societies. As Robin McLeish and
Graham Greenleaf show, institutions and legal precepts of privacy protection
have flourished under Hong Kong’s semi-autonomous status – without much
active support or awareness as yet from the populace.

*

Every contributor to this volume is a highly-qualified privacy watcher, steeped
in the history and lore of the issue in her or her own country. Quite possibly,
each contributor knows more than any other single person about the twists and
vicissitudes of the issue in that country, while also maintaining a firm grip on
the global culture of privacy that has impinged on national affairs.

We have sought to produce a work that is more than the sum of its parts. In
preparing these chapters, the authors (and editors) have exerted themselves to
keep attending to each other’s work. Each chapter author has been asked to
address – not slavishly, but thematically – a common agenda of concerns. An
early meeting at the Rockefeller Foundation’s Bellagio conference center
provided the setting for an extended seminar where the first draft of each chap-
ter received a full and thoughtful airing. A major focus of those discussions
was our effort to ensure that the individual chapters really do raise parallel
questions and shed light on similar processes.

Thus all chapters begin with a capsule national history of privacy protec-
tion, foreswearing any attempt at exhaustiveness, but noting key events and
turning points in the evolution of the issue. All chapters comment on the role
of public opinion – thus revealing some striking differences. Some countries,
for example – the United States, Australia and South Korea, notably – have
seen privacy propelled into national consciousness by explosions of public
outrage over official misuse of personal data. Elsewhere, privacy measures
emerged far more quietly, as part of elite policy agendas, often introduced into
national legislation in response to events in other countries or international
privacy agreements. All chapters comment on the role of distinctive national
values and traditions in shaping privacy measures. Is it true, as is sometimes
alleged, that special ‘Asian’ (or Anglo-Saxon, or Continental) values and tradi-
tions make for privacy demands distinctive to any one country? Or, as one
often suspects, are citizens of all countries susceptible to a taste for privacy, if
only the political process provides appropriate openings?

Each chapter also seeks judgments on what groups and what interests have
gained, and which have lost, through the emergence of privacy as an issue.
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Have privacy codes significantly reduced government freedom of action?
Have they blocked significant profit-making but privacy-invading forms of
business? Or have privacy measures (as commentators in some countries
allege) served more to legitimize inherently privacy-invading practices – such
that the country has ended up with more privacy laws, but less privacy?
Finally, each author seeks to read the tea leaves of future developments in his
or her country – asking what privacy advocates can reasonably hope for in the
years to come, and what they have to fear.

*

In the lifetime either of a human being or of a public issue, 40 years provides
ample vantage to assess long-term directions and possibilities. Obviously the
evolution of privacy continues, absorbing new influences from both global and
local contexts. But some straws in the wind ought to be apparent. Which of the
early aspirations of privacy protection have met with success – and which
have notably failed? What kinds of institutions and measures seem really to
have accorded people a measure of control over their own data – and which
now appear misconceived, futile, or hopelessly outweighed by opposing
forces? Where, if anywhere, have agencies and commissions dedicated to
protecting privacy managed to retain their independence from government and
corporate influence? Does public opinion provide a reliable source of support
to privacy protection efforts, for example? Or (as some observers fear) has
growing familiarity with personal data systems, and computing in general,
fostered acquiescence or even fatalism concerning resistance to invasion of
privacy?

These are just a few of the questions to be addressed in the pages to follow.
Though our work can hardly yield definitive answers, we hope that the chap-
ters to follow provide indispensable ingredients for continuing conversations
on all these questions.

*

Publication of this volume has depended from the beginning on generous and
indispensable support from a variety of institutions and individuals. At the
very beginning, John Grace of Canada, Peter Hustinx of the Netherlands, and
the Hon Justice Michael Kirby of Australia – elder statesmen on privacy
matters from Canada, the Netherlands and Australia, respectively – were good
enough to vouch for the idea for the work as it was presented to various fund-
ing agencies. Among those agencies, the US National Science Foundation,
Program on Ethics and Values of Science, Engineering and Technology,
played the most crucial support of all, by providing funding for the project
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(Award Number SES 0421919). The NSF funds were later supplemented by a
generous grant from the Rockefeller Foundation, making it possible for the
editors and chapter authors to meet in an extended seminar at that foundation’s
conference center in Bellagio, Italy.

Each of the authors is indebted to his or her home institution for supporting
the work appearing here. James Rule is particularly grateful to the Center for
Advanced Study in the Behavioral Sciences at Stanford University for provid-
ing a most agreeable and productive setting for the early phases of planning
and editing. 

* 

The volume begins with Lee Bygrave’s context-forming chapter on interna-
tional agreements that have shaped global privacy protection from its earliest
years. Each of the following seven chapters focuses on a single country, begin-
ning with the first to adopt national privacy legislation – the United States –
continuing with progressively later adopters and ending with the most recent
member of the ‘privacy club’ treated here, Hong Kong.
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1. International agreements to protect
personal data

Lee A. Bygrave

CLEAVAGE, CO-OPERATION AND THE INCREASING
WEIGHT OF THE WORLD

‘This is not bananas we are talking about.’ Thus spake Spiros Simitis when
describing the European view of privacy in an interview with the New York
Times in May 1999.1 Simitis, Europe’s de facto privacy doyen,2 made his
remark at a time when the European Union (EU) was locked in a dispute with
the United States of America (USA) over what constitutes adequate protection
of personal data. The primary catalyst for the dispute was the adoption by the
EU of a Directive on data protection in 1995.3 The Directive places a qualified
restriction on flow of personal data from the EU to any non-EU member state
failing to offer ‘adequate’ protection of personal data. For many non-
Europeans, this seemed to be a case of the EU legislating for the rest of the
world and, indeed, legislating to the detriment of legitimate business interests.
Concern about such detriment was especially strident in the USA. There,
federal government officials had estimated that the restriction threatened up to
USD120 billion in trade – an amount far greater than had supposedly been at
stake in previous trans-Atlantic trade conflicts.4

In May 1999, the dispute between the EU and USA had entered a particu-
larly tense stage. After months of negotiations, talks were stalling, each side
claiming that the other was trying to impose unacceptable terms.5 It was a time
of brinkmanship in the setting of trans-Atlantic privacy policy.
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1 Andrews 1999.
2 Simitis was the world’s first ‘data protection’ commissioner in name and one

of the pioneers of European regulatory policy in the field.
3 Directive 95/46/EC on the Protection of Individuals with Regard to the

Processing of Personal Data and on the Free Movement of Such Data (O.J. L 281, 23
November 1995, pp. 31–50); adopted 24 October 1995; hereinafter also termed ‘EU
Directive’.

4 Heisenberg 2005, pp. 2, 84.
5 Andrews 1999; more generally, see Heisenberg 2005.



To begin this chapter with an episode highlighting tension may seem
strange. International initiatives to protect privacy and personal data have
involved considerable co-operation between countries. Initiatives of this kind
have yielded agreements binding (legally and/or politically) on many nation
states. Much of this chapter is about such agreements. Indeed, the trans-
Atlantic dispute in the wake of adoption of the EU Directive ended up being
patched over, at least temporarily, in the form of the ‘Safe Harbor’ scheme.6

Yet the last 40 years of international work on privacy issues are as much a
story about tensions and cleavage as about co-operation. There have been
collisions between views about the value of privacy, the most appropriate
means of safeguarding it, and, concomitantly, about who should foot the bill
for its protection.

All of these types of collision figured in the dispute leading up to the Safe
Harbor scheme. Simitis’ remark about bananas underlined that Europeans tend
to view privacy not as a commodity but as a fundamental right deserving of
rigorous and comprehensive legislative safeguards. In much of Europe,
protection of privacy tends to be intimately tied to protection of dignity and
honour. It is also often perceived as valuable not just for individual persons but
society generally, particularly for maintaining civility, pluralism and democ-
racy. Americans, however, tend to see privacy as important primarily in ensur-
ing freedom from government intrusion.7 They tend also to view privacy as an
interest that is mainly, if not exclusively, valuable for individual persons qua
individuals, and therefore often in tension with the needs of wider society.8

Legislative safeguards for privacy in the USA have been less stringent than in
Europe, especially regarding the private sector.9 The relative laxity of US
legislative safeguards is not just a symptom of cultural differences in the way
privacy is valued; it reflects numerous factors, not least a paucity of first-hand
domestic experience of totalitarian oppression in the USA – at least for the
bulk of ‘white society’. In contrast, European legislative policy reflects the
traumas from first-hand experience of such oppression. These traumas impart
to that policy an anxiety and gravity – some would claim paranoia – largely
missing in US policy.

Differences occur even at the terminological level. American discourse on
the fears raised by the (mis)use of computer technology has tended to revolve
around the term ‘privacy’. By contrast, European discourse has tended to
employ the more colourless appellation ‘data protection’.
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6 See further p. 41 in this chapter.
7 See generally Whitman 2004. See also, e.g., Eberle 2002 (elaborating on these

differences in the context of German and US constitutional law).
8 See generally Regan 1995, chapters 2 & 8 and references cited therein.
9 See, e.g., Schwartz & Reidenberg 1996.



It is important to spell out these tensions and differences at the start,
because they have shaped most of the international initiatives described here.
This is not to say that similar tensions have been absent between other constel-
lations of countries, but the tensions inherent in the USA–Europe relationship
have generated most noise and had the greatest practical impact in shaping
privacy policy at the international level. They are long-standing tensions
unlikely to dissipate in the near future.10

One might have expected that tensions between Western liberal democra-
cies on the one hand, and, on the other, states operating with quite different
regimes for protecting human rights would dog the work on drafting interna-
tional privacy and data protection agreements. However, the bulk of that work
has largely been undertaken by Western liberal democracies alone. These
states seem rarely to have engaged seriously with other countries on privacy
issues specifically.

The dispute leading to the Safe Harbor scheme highlights too the tension
between the legal-political power of international organisations and the ability
of individual nation states to develop privacy policy on their own. Taken
together, the international agreements described here have exercised great
influence on regulatory regimes at the national (and sub-national) level. This
influence has gradually strengthened. Not only has the number of such agree-
ments grown but their provisions have become increasingly elaborate. At the
same time, courts and committees have teased out ever more detailed data
protection requirements from the relatively terse texts of treaties dealing with
fundamental human rights. The overall result of this growth in regulatory
density is clear: over the last 40 years, individual nation states have been
increasingly unable to adopt privacy regimes as they alone see fit.

This increasing weight of the world is far from unique to the privacy field;
international regulatory instruments generally are cutting ever greater swaths
through areas once largely the preserve of national policy. Yet the exercise of
influence in the privacy field has not been unidirectional, flowing only from
the international to the national plane. National regulatory regimes have also
inspired and shaped many international initiatives.

A profusion of actors have contributed to development of international
privacy policy. In any brief history of this development, the natural tendency
is to focus on the norms drafted by large organisations. However, policy has
also been shaped by a small group of individual persons, who, on their own
and together, have combined special expertise in the field with strong persua-
sive powers.11 Prominent instances of such ‘policy entrepreneurs’ are Michael
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Kirby, Jan Freese, Alan Westin, Hans-Peter Gassmann, Spiros Simitis, Ulf
Brühann and Stefano Rodotà. While many of these people have exercised their
influence when formally attached to an organisation, they have been able to
make their mark over and above that connection. This was particularly possi-
ble in the 1970s and 1980s. In more recent years, relatively faceless organisa-
tions seem increasingly to drive policy development in the field.

There are many such organisations. The Council of Europe (CoE), the
Organisation for Economic Cooperation and Development (OECD), the
United Nations (UN) and the EU have for a long time played the main roles,
though not always uniformly or at the same time. Other bodies, such as the
International Labour Organisation (ILO), have made relatively marginal,
though not insignificant, policy contributions.12 In very recent years, the Asia-
Pacific Economic Cooperation (APEC) has asserted itself as a potentially
influential policy-broker in the field.

Beyond these organisations lies a vast array of bodies and interest groups
which have pushed – and continue to push – particular privacy policies in an
international context. Some are groups advocating relatively strong regimes
for protection of personal data. Foremost of such bodies in the public sector
are the regional groupings of national data protection authorities (Privacy
Commissioners, Data Protection Commissioners and the like). These consist
primarily of the Data Protection Working Party set up under Article 29 of the
EU Directive,13 the International Working Group on Data Protection and
Telecommunications,14 and the Asia-Pacific Privacy Authorities (APPA).15 Of
these, the Article 29 Working Party has been the most influential in shaping
policy with transnational impact.16

Flanking these are civil society groups with strong pro-privacy agendas
but relatively marginal impact on the formulation of major international
agreements. Prominent examples of such bodies are the Electronic Privacy
Information Center and Privacy International. Ranged usually against them
are industry groups, such as the International Chamber of Commerce and
the European Direct Marketing Association, determined to ensure that
privacy safeguards do not unduly dent business interests. These groups were
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12 See the code of practice issued by the ILO on data privacy in the workplace:
Protection of Workers’ Personal Data (Geneva: ILO, 1997).

13 See <http://ec.europa.eu/justice_home/fsj/privacy/workinggroup/index_en.
htm> (last accessed 15 February 2008).

14 See <http://www.datenschutz-berlin.de/doc/int/iwgdpt/> (last accessed 15
February 2008).

15 See <http://www.privacy.gov.au/international/appa/> (last accessed 15
February 2008).

16 See further p. 37 in this chapter.

 



particularly active lobbyists during the drafting of the EU Directive on data
protection.17

In the course of the last 40 years, it has become clear that the major inter-
national declarations and treaties on fundamental human rights constitute the
central formal normative basis for data protection norms.18 Important in this
regard are the Universal Declaration of Human Rights (UDHR),19 the
International Covenant on Civil and Political Rights (ICCPR)20 along with
certain regional human rights treaties, such as the European Convention on
Human Rights and Fundamental Freedoms (ECHR).21 However, of greater
practical importance for the shaping of national regimes on privacy and data
protection over the last four decades are certain agreements emanating from
the Council of Europe, the OECD and the EU. The most influential of these
agreements are the CoE Convention for the Protection of Individuals with
regard to Automatic Processing of Personal Data,22 the OECD Guidelines
Governing the Protection of Privacy and Transborder Flows of Personal
Data,23 and the EU Directive on data protection.

This chapter accordingly focuses on these latter agreements.

COUNCIL OF EUROPE INITIATIVES

The Council of Europe24 was one of the first international bodies to begin
developing prescriptions for practice in response to the privacy threats posed
by computer technology. It is also the first and only international body to have
drafted a multilateral treaty dealing directly with protection of personal data.
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17 See generally Regan 1999.
18 See further pp. 45–46 in this chapter.
19 United Nations (UN) General Assembly resolution 217 A (III) of 10

December 1948.
20 UN General Assembly resolution 2200A (XXI) of 16 December 1966; in

force 23 March 1976.
21 European Treaty Series (ETS) No. 5; opened for signature 4 November 1950;

in force 3 September 1953.
22 ETS No. 108; opened for signature 28 January 1981; in force 1 October 1985;

hereinafter also termed ‘CoE Convention’.
23 OECD Doc. C(80)58/FINAL; adopted 23 September 1980; hereinafter also

termed ‘OECD Guidelines’.
24 The Council of Europe is an intergovernmental organisation established in

1949, with headquarters in Strasbourg. It currently encompasses 47 states from the
Greater European region. Amongst its chief aims are the achievement of greater unity
amongst its members, and promotion of human rights, democracy and rule of law. In
furtherance of those aims, it has adopted some 200 various treaties and an even greater
number of recommendations and declarations.



This is the 1981 Convention for the Protection of Individuals with regard to
Automatic Processing of Personal Data. As of 15 February 2008, the
Convention had been signed by 43 of the 47 CoE member countries and rati-
fied by 38 of them.25 Although a European product, it is envisaged to be poten-
tially more than an agreement between European states. Accordingly, it may
be ratified by states not belonging to the Council of Europe (see Article 23).
However, this possibility has yet to be exploited. At the same time, the EU –
or, more accurately, European Communities (EC) – has long signalled a wish
to become a party to the Convention. Amendments to the Convention were
adopted in June 1999 in order to permit accession by the EC but are not yet in
force.26

The Convention is based partly on resolutions and recommendations
emanating from the Council in the late 1960s and early 1970s. Most notewor-
thy of these are two resolutions adopted by the CoE Committee of Ministers:
Resolution (73)22 on the Protection of the Privacy of Individuals vis-à-vis
Electronic Data Banks in the Private Sector (adopted 26 September 1973), and
Resolution (74)29 on the Protection of the Privacy of Individuals vis-à-vis
Electronic Data Banks in the Public Sector (adopted 24 September 1974). The
annexes to each resolution contain broadly similar sets of data protection prin-
ciples, drawing inspiration from German, Swedish, Belgian and US legislative
initiatives.

Work on the resolutions and the subsequent Convention arose out of a view
that the 1950 European Convention for the Protection of Human Rights and
Fundamental Freedoms did not provide sufficient protection for individuals in
the face of computerised processing of personal data, particularly in the
private sector.27 Also important was the absence in many CoE member states
of adequate laws to provide such protection. It was hoped that the resolutions
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25 Ratifying states are Albania, Austria, Belgium, Bosnia and Herzegovina,
Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Estonia, Finland, France,
Georgia, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Liechtenstein,
Lithuania, Luxembourg, Macedonia, Malta, Montenegro, the Netherlands, Norway,
Poland, Portugal, Romania, Serbia, the Slovak Republic, Slovenia, Spain, Sweden,
Switzerland and the United Kingdom (UK). Five member countries have signed the
Convention but not yet ratified it: Andorra, Moldova, Russia, Turkey and Ukraine. Four
member countries have not yet signed the Convention: Armenia, Azerbaijan, Monaco
and San Marino.

26 See Amendments to the Convention for the Protection of Individuals with
regard to Automatic Processing of Personal Data (ETS No. 108) allowing the European
Communities to accede. The amendments will enter into force on the thirtieth day after
approval by all of the Convention Parties (Article 21(6) of the Convention). As of 15
February 2008, not all Parties had registered their approval.

27 See, e.g., Hondius 1975, pp. 65–66 and references cited therein.



and the Convention would stimulate the creation of such laws.28 A related
object was to prevent legal divergence, thereby promoting the Council’s
general goal of achieving greater unity between its members.29

For the purposes of the Convention, this harmonisation was – and remains
– not only to strengthen data protection and thereby the right ‘to respect for
private life’ pursuant to ECHR Article 8, but, somewhat paradoxically, to
ensure also the free flow of personal data across national borders and thereby
safeguard the right in ECHR Article 10 ‘to receive and impart information and
ideas without interference by public authority and regardless of frontiers’.30

The need to harmonise national laws in order to maintain free flow of data
across borders arose in the latter half of the 1970s in the wake of a growing
number of European countries passing data protection legislation that
expressly restricted data flow to countries without similar laws. The primary
aim of such restrictions has been to hinder data controllers from avoiding the
requirements of the legislation by shifting data-processing operations to coun-
tries with more lenient standards.31

While this aim is entirely legitimate, its practical realisation could seriously
impede the realisation of other, at least equally legitimate, interests. Moreover,
‘outsiders’ could perceive such restrictions as serving a less legitimate agenda:
economic protectionism.32 Not surprisingly, then, work on the Convention has
been informed by a desire to minimise the potential risks that such restrictions
represent but without unduly compromising privacy interests. This desire has
also informed work on most of the other main international agreements in the
field.
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28 Thus, Article 1 of the Convention stipulates as a basic object ‘to secure in the
territory of each Party for every individual, whatever his nationality or residence,
respect for his rights and fundamental freedoms, and in particular his right to privacy,
with regard to automatic processing of personal data relating to him (“data protec-
tion”)’.

29 In this respect, note the Convention’s Preamble (‘Considering that the aim of
the Council of Europe is to achieve greater unity between its members . . .’). See too
Explanatory Report on the Convention for the Protection of Individuals with Regard to
Automatic Processing of Personal Data (Strasbourg: CoE, 1981 – hereinafter
‘Explanatory Report’), para. 21.

30 See the Preamble, which states that the goal of extending data protection is to
be balanced with a ‘commitment to freedom of information regardless of frontiers’, and
recognises ‘that it is necessary to reconcile the fundamental values of the respect for
privacy and the free flow of information between peoples’. See further Article 12 of the
Convention dealt with below.

31 See generally Ellger 1990, pp. 87ff and references cited therein.
32 See, e.g., the allegations directed at early European privacy legislation in Eger

1978; McGuire 1979–80; and Pinegar 1984.



The Convention is intended primarily to cover computerised (‘automated’)
processing of data on physical persons in both the private and public sectors
(including police and national security agencies). Nevertheless, contracting
states are expressly permitted to apply the Convention’s principles to infor-
mation on corporate and/or collective entities (Article 3(2)(b))33 and to data
processed manually (Article 3(2)(c)). Moreover, a party to the Convention is
free ‘to grant data subjects a wider measure of protection than that stipulated
in this convention’ (Article 11).

While the Convention requires contracting states to incorporate its princi-
ples into their domestic legislation (Article 4(1)), it does not provide, of itself,
a set of rights directly enforceable in courts.34 The CoE wanted the
Convention to be a catalyst and guide for national legislative initiatives; it did
not want to short-circuit these initiatives by providing a finished package of
directly applicable rules.35

The heart of the Convention lies in Chapter II which sets out, in broad-
brush fashion, basic principles for processing personal data. As intimated
above, these principles were hardly ground-breaking at the time of the
Convention’s adoption. They embody a common minimum of the standards
already promulgated in the CoE resolutions and in an increasingly large
number of laws passed by member states. Nonetheless, when set down in the
Convention, they established a key reference point for subsequent elaborations
of principles in both international and national codes. The principles may be
summed up in the following terms:

• Fair and lawful processing – personal data ‘shall be obtained and
processed fairly and lawfully’ (Article 5(a));

• Purpose specification – personal data shall be stored for ‘specified and
legitimate purposes and not used in a way incompatible with those
purposes’ (Article 5(b));

• Minimality – the amount of personal data collected and stored shall be
limited to what is necessary for achieving the purpose for
collection/storage (Article 5(c) and (e));

• Adequate information quality – personal data shall be ‘adequate’, ‘accu-
rate’ and ‘relevant’ in relation to the purposes for which they are
processed (Article 5(c) and (d));
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33 A possibility currently exploited by Albania, Austria, Italy, Liechtenstein and
Switzerland. Denmark, Norway and Iceland exploited this possibility in their first data
protection laws but have largely dispensed with express protection of data on collec-
tive entities under their current legislation, except in relation to credit reporting. See
generally Bygrave 2002, part III.

34 Explanatory Report, para. 38; see also para. 60.
35 Simitis 1990, pp. 9–10; Henke 1986, pp. 57–60; Hondius 1983, p. 116.

 



• Sensitivity – certain kinds of personal data (notably those concerning a
person’s ‘health or sexual life’, their ‘racial origin, political opinions,
religious or other beliefs’, or their ‘criminal convictions’) ought to be
subject to more stringent protection on account of their sensitivity
(Article 6);

• Security – ‘appropriate security measures’ shall be taken to protect
personal data ‘against accidental or unauthorised destruction or acci-
dental loss as well as against unauthorised access, alteration or dissem-
ination’ (Article 7);

• Transparency – any person shall be able to
(i) ascertain ‘the existence of an automated personal data file, its

main purposes, as well as the identity and habitual residence or
principal place of business of the controller of the file’ (Article
8(a)); and

(ii) ‘to obtain at reasonable intervals and without excessive delay or
expense confirmation of whether personal data relating to him
are stored in the automated data files as well as communication
to him of such data in an intelligible form’ (Article 8(b)).

• Rectification – any person shall be able to have data about them recti-
fied or erased if the data have been processed in breach of rules imple-
menting Articles 5 and 6 of the Convention (Article 8(c)).

The principles are not absolute. Article 9(2) permits departure from them when
this

is provided for by the law of the Party and constitutes a necessary measure in a
democratic society in the interests of:

a. protecting State security, public safety, the monetary interests of the State or
the suppression of criminal offences;
b. protecting the data subject or the rights and freedoms of others.

Rules on transborder data flow constitute another crucial element of the
Convention. These are contained in Chapter III and govern the flow of
personal data between states that are parties to the Convention. The basic rule
is that a state party shall not restrict flows of personal data to the territory of
another state party unless the latter fails to provide ‘equivalent protection’ for
the data (Article 12(2) and (3)(a)).

A major gap in Chapter III is the absence of rules for the flow of personal
data from a party to non-party state. Initially of small significance, this gap
became increasingly anachronistic, particularly after 1995 when the EU
adopted its Directive on data protection laying down extensive rules on flow
of personal data from EU member states to other countries. In 2001, the CoE
remedied the anomaly by adopting an Additional Protocol to the Convention

International agreements to protect personal data 23



with provisions on data flow from party to non-party states.36 These provisions
(set out in Article 2) follow the broad thrust of the equivalent provisions of the
EU Directive.37

The same Protocol fills other gaps too. Although the Convention contains
fairly detailed provisions envisaging both establishment of authorities to help
oversee implementation of the Convention and a high level of co-operation
between these authorities (see Articles 13–17), it falls short of mandating that
each contracting state establish a special control body in the form of a data
protection authority or the like.38 It also fails to specify minimum require-
ments regarding the competence and independence of such an authority.
Again, these gaps became increasingly anomalous, particularly after adoption
of the EU Directive, which requires each EU member state to establish one or
more data protection authorities and prescribes in detail their independence,
competence and various functions.39 Article 1 of the Protocol stipulates
broadly similar requirements.

Although the Protocol plugs some gaps, others remain. For instance, the
Convention does not specifically deal with the issue of choice/collision of
laws – that is, which state’s law shall apply to a given data-processing opera-
tion. Neither does the Convention set up a body specifically charged with
overseeing and enforcing its implementation. This omission is mitigated
somewhat by the provision in Chapter V for establishing a Consultative
Committee (consisting primarily of state party representatives) which is
charged with developing proposals to improve application of the
Convention.40
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36 Additional Protocol to the Convention for the Protection of Individuals with
regard to Automatic Processing of Personal Data, regarding Supervisory Authorities
and Transborder Data Flows (ETS No. 181); open for signature 8 November 2001; in
force 1 July 2004. As of 15 February 2008, 18 CoE member countries have ratified the
Protocol. They are: Albania, Bosnia and Herzegovina, Croatia, Cyprus, the Czech
Republic, France, Germany, Hungary, Latvia, Lithuania, Luxembourg, the
Netherlands, Poland, Portugal, Romania, the Slovak Republic, Sweden and
Switzerland. The Protocol is, or will soon be, in force in all of these countries. Fifteen
countries have signed the Protocol but not yet ratified it. They are: Andorra, Austria,
Belgium, Denmark, Finland, Greece, Iceland, Ireland, Italy, Macedonia, Norway,
Russia, Turkey, Ukraine and the UK. Fourteen member countries have not yet signed
the Protocol: Armenia, Azerbaijan, Bulgaria, Estonia, Georgia, Liechtenstein, Malta,
Moldova, Monaco, Montenegro, San Marino, Serbia, Slovenia and Spain.

37 The latter provisions are described on pp. 31–39 of this chapter.
38 See also the Convention’s Explanatory Report, para. 73.
39 See further pp. 31–39 in this chapter.
40 The Committee was responsible for drafting, inter alia, the 1999
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Still other problems afflict implementation of the Convention. The Chapter
II principles are formulated in a general, abstract way and many key words are
left undefined – also by the Convention’s Explanatory Report. While this has
certain advantages, the diffuseness of the principles detracts from their ability
to harmonise the laws of the contracting states. This weakness is exacerbated
by the Convention otherwise permitting discretionary derogation on numerous
significant points (see, for example, Articles 3, 6 and 9). This, in turn, has
undermined the ability of the Convention to guarantee the free flow of
personal data across national borders.41 At the same time, the abstract nature
of the principles undercuts their ability to function as practical ‘rules for the
road’ in concrete situations.

Addressing this latter problem are a long series of CoE recommendations
dealing specifically with data processing in particular sectors, such as telecom-
munications,42 medical research43 and insurance.44 These recommendations
usefully supplement the general principles of the Convention. Though not
legally binding, the recommendations have strong persuasive force, especially
as they are drafted with participation from all member states. Their authority
is reflected in the fact that when they are adopted, individual member states
frequently issue reservations on points of contention. The recommendations
are also highly influential on the policies and practices of national data protec-
tion authorities.

Furthermore, the CoE has adopted a range of other instruments which,
whilst directly concerning issues other than privacy, indirectly promote
privacy-related interests. An important example is the 1997 Convention for the
Protection of Human Rights and Dignity of the Human Being with regard to
the Application of Biology and Medicine,45 which contains several provisions
(in Article 10) on data protection with respect to health information.

Hence, while the 1981 Convention is, in many respects, the Council of
Europe’s crowning achievement in the field of privacy and data protection, the
Council has gone on to generate a large number of other instruments relevant
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41 See further, e.g., the case study in Nugter 1990, chapter VIII (showing that, as
of 1990, the Convention had failed to establish more than a minimal, formal equiva-
lence between the national data protection laws of the Federal Republic of Germany,
France, the UK and the Netherlands).

42 See Recommendation No. R(95) 4 on the protection of personal data in the
area of telecommunication services, with particular reference to telephone services
(adopted 7 February 1995).

43 See, e.g., Recommendation No. R(97) 5 on the protection of medical data
(adopted 13 February 1997).

44 See Recommendation No. R(2002) 9 on the protection of personal data
collected and processed for insurance purposes (adopted 18 September 2002).

45 ETS No. 164; adopted 4 April 1997; in force 1 December 1999.



to the field. Many of these have considerably more practical bite in their
respective areas of application than does the Convention. Nonetheless, the
Convention is far from passé. It continues to be a key reference point for shap-
ing regulatory policy – also outside the CoE framework. This is evidenced, for
example, in recent use of the Convention as a benchmark in development of
EU data protection rules for policing and judicial co-operation.46

OECD INITIATIVES

The Organisation for Economic Cooperation and Development47 began taking
an interest in privacy and data protection issues not long after the Council of
Europe. In the early 1970s, the OECD commissioned several reports on these
issues as part of a series of ‘Informatics Studies’.48 Later in that decade it
began work – in close liaison with the CoE – on drafting its own regulatory
code. These efforts bore fruit in the form of guidelines published in 1980 bear-
ing the title Guidelines Governing the Protection of Privacy and Transborder
Flows of Personal Data. The core of the Guidelines are a set of eight data
privacy principles intended to apply to manual and electronic processing of
personal data in both the private and public sectors (including police and
national security agencies).

The Guidelines are not legally binding on OECD member states. Their
publication was simply accompanied by an OECD Council Recommendation
stating that account be taken of them when member countries develop domes-
tic legislation on privacy protection. Significantly, the recommendation also
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46 See, e.g., Council Decision 2002/187/JHA of 28 February 2002 setting up
Eurojust with a view to reinforcing the fight against serious crime (O.J. L 63, 6 March
2002, pp. 1–13), Article 14(2) and recital 9. Eurojust is an EU body set up in 2002 to
co-ordinate efforts by EU member states’ judicial authorities in countering serious
crime.

47 The OECD is an intergovernmental organisation established in 1961 with
headquarters in Paris. It grew out of the Organisation for European Economic
Cooperation set up in 1948 to administer the Marshall Plan. The OECD currently
encompasses 30 member states from around the globe, the bulk of which are advanced
industrial nations: Australia, Austria, Belgium, Canada, the Czech Republic, Denmark,
Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Korea,
Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, the
Slovak Republic, Spain, Sweden, Switzerland, Turkey, the UK and USA. As its name
suggests, the organisation’s primary aim is to foster economic growth and co-operation,
including expansion of free trade, though its mandate also involves facilitating devel-
opment of international policy on a broad range of social, technological and environ-
mental issues.

48 See, e.g., Niblett 1971.



stressed that member countries should ‘endeavour to remove or avoid creat-
ing, in the name of privacy protection, unjustified obstacles to transborder data
flows of personal data’.

According to Justice Michael Kirby, who headed the expert group respon-
sible for drafting the Guidelines, the work of the OECD in the field was moti-
vated primarily by economic concerns:

It was the fear that local regulation, ostensibly for privacy protection, would, in
truth, be enacted for purposes of economic protectionism, that led to the initiative
of the OECD to establish the expert group which developed its Privacy Guidelines.
The spectre was presented that the economically beneficial flow of data across
national boundaries might be impeded unnecessarily and regulated inefficiently
producing a cacophony of laws which did little to advance human rights but much
to interfere in the free flow of information and ideas.49

Nevertheless, the Guidelines urge member states to take legal measures for
‘the protection of privacy and individual liberties’ (see especially paras 2 and
6). Despite the difference in the traditional focus of the OECD from that of the
CoE, the chief privacy codes of both organisations expound broadly similar
principles. The similarities are due partly to the extensive co-operation that
took place between the bodies charged with drafting the two codes.50 In terms
of content as opposed to status, the most conspicuous difference between the
codes is their respective provisions on implementation and international co-
operation. These provisions are much more developed in the CoE Convention
than in the Guidelines. The Convention’s core data protection principles go
further than the Guidelines in numerous respects. For instance, unlike the
Convention, the Guidelines do not contain specific requirements on the
destruction or anonymisation of personal data after a certain period. Neither
do they specifically mention the need for special safeguards for certain kinds
of sensitive data.

Nonetheless, the Guidelines are themselves described as ‘minimum stan-
dards . . . capable of being supplemented by additional measures for the
protection of privacy and individual liberties’ (para. 6; see too para. 3). Indeed,
the Guidelines are broader than the Convention on some points. For example,
the Guidelines cover, as a point of departure, manual data processing in addi-
tion to computerised processing. Further, they embody an ‘Openness
Principle’ (para. 12) more broadly formulated than Article 8 of the
Convention.
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49 Kirby 1991, pp. 5–6.
50 See para. 14 of the Convention’s Explanatory Report and para. 20 of the

Guidelines’ Explanatory Memorandum. See also Hondius 1983, p. 112; Seip 1995.

 



Part 3 of the Guidelines contains principles dealing with data flows
between member states. The principles are essentially the same as the equiva-
lent provisions in Article 12 of the Convention. However, paragraph 18 of the
Guidelines is of more general application and serves to underline the
pronounced concern of the OECD with facilitating commerce:

18. Member countries should avoid developing laws, policies and practices in the
name of the protection of privacy and individual liberties, which would create
obstacles to transborder flows of personal data that would exceed requirements for
such protection.

Like the CoE Convention (as originally adopted), the Guidelines neither
recommend nor require that countries establish data protection authorities.51

Neither do they contain provisions dealing directly with choice/conflict of
laws – again like the Convention. Yet the Guidelines go a step further than the
Convention by urging member states to ‘encourage and support self-regula-
tion, whether in the form of codes of conduct or otherwise’ (para. 19(b)).

Although not legally binding, the Guidelines have been highly influential
on the enactment and content of data protection legislation in countries outside
Europe, particularly Japan, Australia, New Zealand, Canada and Hong
Kong.52 Moreover, the APEC Privacy Framework of 2004/2005 touts the
Guidelines as a significant source of inspiration.53

Since 1980, the OECD has adopted a range of other guidelines on privacy-
related matters. These deal with information security,54 cryptography policy,55

and consumer protection in electronic commerce.56 The OECD has also issued
a declaration on privacy protection on global networks,57 along with a recom-
mendation on international co-operation in enforcement of privacy laws.58
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51 See further para. 70 of the Guidelines’ Explanatory Memorandum.
52 See further the chapters in this volume dealing with Australia and Hong

Kong.
53 See further pp. 43–44 in this chapter.
54 Guidelines for the Security of Information Systems (C(92)188/FINAL;

adopted 26 November 1992); since replaced by Guidelines for the Security of
Information Systems and Networks: Towards a Culture of Security (adopted 25 July
2002).

55 Guidelines for Cryptography Policy (C(97)62/FINAL; adopted 27 March
1997).

56 Guidelines for Consumer Protection in the Context of Electronic Commerce
(adopted 9 December 1999).

57 Declaration on the Protection of Privacy on Global Networks (C(98)177,
Annex 1; issued 8–9 October 1998).

58 Recommendation of the Council on Cross-Border Co-operation in the
Enforcement of Laws Protecting Privacy (adopted 12 June 2007).



While the bulk of these initiatives develop OECD information policy along
new avenues, each of them pays deference to the 1980 Guidelines and re-
affirms their vision.

UN INITIATIVES

The UN General Assembly adopted a set of Guidelines on privacy and data
protection in resolution 45/95 of 14 December 1990.59 Work on the Guidelines
was rooted primarily in human rights concerns; commercial anxieties about
restrictions on transborder data flows apparently took a back seat.60

The first UN initiative dealing directly with privacy and data protection was
a 1968 General Assembly Resolution inviting the UN Secretary-General to
examine the impact of technological developments on human rights, including
consideration of individuals’ right to privacy ‘in the light of advances in
recording and other techniques’.61 The resulting study by the Secretary-
General led to the publication of a report in 1976 urging states to adopt privacy
legislation covering computerised personal data systems in the public and
private sectors, and listing minimum standards for such legislation.62 The
1990 Guidelines essentially repeat and strengthen this call. Their adoption
underlines that privacy and data protection have ceased to be exclusively a
‘First World’, Western concern.

The Guidelines are two-pronged: one prong lays down ‘minimum guaran-
tees’ for inclusion in national laws (Part A). These guarantees apply to ‘all
public and private computerized files’, though states are also given the express
option to extend application to manual files and to data on legal persons (para.
10).

The other prong aims at encouraging international organisations – both
governmental and non-governmental – to process personal data in a privacy-
friendly manner (Part B). This is a particularly progressive element of the
Guidelines not specifically found in the CoE Convention, OECD Guidelines
or EU Directive. Other progressive elements are present, too. The ‘principle of
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59 Guidelines Concerning Computerized Personal Data Files (Doc
E/CN.4/1990/72, 20 February 1990) – hereinafter also termed ‘UN Guidelines’.

60 On the background to the Guidelines, see generally Michael 1994, pp. 21–26.
61 UN General Assembly Resolution 2450 of 19 December 1968 (Doc

E/CN.4/1025).
62 See Points for Possible Inclusion in Draft International Standards for the

Protection of the Rights of the Individual against Threats Arising from the Use of
Computerized Personal Data Systems (Doc E/CN.4/1233). Cf. Doc E/CN.4/1116 deal-
ing more generally with surveillance technology.



accuracy’ in the UN Guidelines emphasises the duty of data controllers to
carry out regular checks of the quality of personal data (para. 2), whereas the
equivalent provisions in the OECD Guidelines, CoE Convention and EU
Directive make no mention of this obligation. Arguably, though, such a duty
may be read into the provisions of the Directive. To take another example, the
UN Guidelines uphold the need for national data protection authorities to be
impartial, independent and technically competent (para. 8). This is a point
upon which the OECD Guidelines and CoE Convention (minus Additional
Protocol) are silent, though not the EU Directive (viz. Article 28).

The UN Guidelines seek to regulate data flows between a broader range of
countries than do the equivalent provisions of the CoE Convention and OECD
Guidelines. At the same time, they employ slightly different formulations of
the criteria for restricting such flows (para. 9):

When the legislation of two or more countries concerned by a transborder data flow
offers comparable safeguards for the protection of privacy, information should be
able to circulate as freely as inside each of the territories concerned. If there are no
reciprocal safeguards, limitations on such circulation may not be imposed unduly
and only insofar as the protection of privacy demands.

Both ‘comparable’ and ‘reciprocal’ are more diffuse and confusing than the
criterion of ‘equivalent’ protection used in the CoE Convention and OECD
Guidelines. It is probable, though, that paragraph 9 seeks to apply essentially
the same standards as the latter. Despite their progressive character, the UN
Guidelines appear to have had a lower public profile and practical impact than
the majority of the other main international codes on point.63 At least part of
the problem arises from the absence in the Guidelines of definitions of key
terms. Even central concepts such as ‘personal data’ and ‘personal data file’
remain undefined. Such omissions diminish considerably the Guidelines’ prac-
tical utility.

EU INITIATIVES

The European Union and its older related bodies (primarily the European
Economic Community and European Community (EC)) were slower off the
mark than the Council of Europe, OECD and UN to develop privacy codes.
However, the instruments eventually adopted within the EU/EC framework
have been the most ambitious, comprehensive and complex in the field. The
key text is Directive 95/46/EC. Since its adoption in 1995, it has constituted
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63 See further, e.g., Bygrave 2002, p. 33 and references cited therein.

 



the most important point of departure for national privacy and data protection
initiatives within the EU – and often outside Europe as well.

The Directive gave EU member states until 24 October 1998 to bring their
respective legal systems into conformity with its provisions (Article 32(1)).
National implementation of the Directive was also a prerequisite for the subse-
quent accession to the EU of 12, largely East European states in respectively
2004 and 2007.64 Moreover, the Directive has been incorporated into the 1992
Agreement on the European Economic Area (EEA) such that states which are
not EU members but are party to the EEAAgreement (that is, Norway, Iceland
and Liechtenstein) are legally bound to bring their respective laws into confor-
mity with the Directive. The Directive has also exercised considerable influ-
ence over other countries outside the EU not least because it prohibits (with
some qualifications) the transfer of personal data to these countries unless they
provide ‘adequate’ levels of data protection.

The adoption of the Directive is the culmination of a series of proposals,
strung over two decades. The main impetus initially came from the European
Parliament (EP) which made repeated calls for drawing up a data protection
Directive and for EU member states to sign and ratify the CoE Convention.65

The European Commission, along with the Council of Ministers, initially
acted much more slowly, with their energies directed primarily to fostering
development of the internal market and a European computer industry.66

The Commission issued its first proposal for a data protection Directive in
1990,67 but it took another five years of intensive bargaining before the
Directive was finally adopted.68 The extensive tugs-of-war between various
member states, organisations and interest groups during the drafting process
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64 The Slovak Republic, Czech Republic, Malta, Poland, Hungary, Lithuania,
Latvia, Estonia, Slovenia, and Cyprus joined the EU in 2004; Bulgaria and Romania
joined in 2007. The other EU member states comprise Austria, Belgium, Denmark,
Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal,
Spain, Sweden and the United Kingdom.

65 See, e.g., EP Resolution of 21 February 1975 on the protection of the rights
of the individual in the face of developing technical progress in the field of automatic
data processing (O.J. C 60, 13 March 1975, p. 48); EP Resolution of 8 May 1979 on
the protection of the rights of the individual in the face of technical developments in
data processing (O.J. C 140, 5 June 1979, pp. 34–38); EP Resolution of 9 March 1982
on the protection of the rights of the individual in the face of technical developments
in data processing (O.J. C 87, 5 April 1982, pp. 39–41).

66 See generally Kirsch 1982, pp. 34–37; Geiger 1989; Ellger 1991a, pp. 59–61.
67 See Proposal for a Council Directive concerning the protection of individuals

in relation to the processing of personal data (COM(90) 314 final – SYN 287; O.J. C
277, 5 November 1990, p. 3).

68 For overviews of some of the political manoeuvring that occurred in the lead-
up to the Directive’s adoption, see Platten 1996, pp. 23–32; Simitis 1995.



resulted in a text that is nebulous, dense and somewhat ambivalent in its
general policy thrust.

On the one hand, the Preamble to the Directive expresses concern to
promote realisation of the internal market of the EU, in which goods, persons,
services, capital and, concomitantly, personal data are able to flow freely
between member states.69 To further this concern, the Directive seeks to
harmonise member states’ respective privacy laws. On the other hand, the
Directive also emphasises the importance of protecting privacy in the face of
technological and economic developments.70 Indeed, it was the first EU
Directive to expressly accord protection of human rights a prominent place. As
such, it reflects and reinforces the gradual incorporation of law and doctrine
on human rights into the EU legal system.71

The ambivalence in aims is not unique. It is manifest in many of the other
agreements on privacy and data protection presented in this chapter. However,
the Directive is unique in that it proscribes restrictions on the flow of personal
data between EU member states on the grounds of protection of privacy and
other basic human rights (Article 1(2)). This absolute prohibition could be
construed as evidence that the Directive is ultimately concerned with realising
the effective functioning of the EU’s internal market, and only secondarily
with human rights. Nevertheless, the Directive strives to bring about a ‘high’
level of data protection across the EU (recital 10), and it seeks not just to ‘give
substance to’ but ‘amplify’ the CoE Convention (recital 11). Thus, the
Directive does more than establish a ‘lowest common denominator’ of rules
found in member states’ existing laws.

The European Court of Justice (ECJ) has confirmed that the Directive is
rooted in more than simply concern to promote the internal market and has as
one of its main goals the protection of fundamental human rights.72 The Court
has further held (in the same judgments) that interpretation of the Directive
must turn partly on relevant case law from the European Court of Human
Rights pursuant to the ECHR.
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69 See especially recitals 3, 5, 7. The need to ensure free flow of personal data
throughout the EU is not rooted entirely in commercial considerations; the pan-EU
ambit of government administration also plays a role (see, e.g., recital 5).

70 See, e.g., recitals 2, 3, 10, 11.
71 See especially Title I, Articles 6(1) and 6(2) of the 1992 Treaty on European

Union (as amended); the Charter of Fundamental Human Rights of the European Union,
adopted 7 December 2000 (O.J. C 364, 18 December 2001, pp. 1–22); and Articles I-2,
I-9 and Part II of the Treaty establishing a Constitution for Europe, adopted 29 October
2004 but not yet in force (O.J. C 310, 16 December 2004, pp. 1–474).

72 Judgment of 20 May 2003 in Joined Cases C-465/00, C-138/01, and C-139/01
Österreichischer Rundfunk and Others [2003] ECR I-4989; judgment of 6 November
2003 in Case C-101/01 Bodil Lindqvist [2003] ECR I-129711.



Also noteworthy is the growing recognition in the EU that data protection
is in itself (that is, distinct from a broader right to privacy) a basic human right.
This is evidenced in the EU’s Charter of Fundamental Human Rights and its
proposed Constitution, both of which contain separate provisions on data
protection and privacy protection respectively.73

The Directive embodies a profoundly European vision of what protection
of privacy and personal data should involve. It lays down a relatively broad
and rigorous set of rules to safeguard what it sees as fundamentally important
rights. Part of this rigour lies in its detailed specification of a baseline for data
protection from which EU member states cannot depart. The Directive intro-
duces, for instance, not just a simple requirement that member states establish
independent authorities to monitor and enforce their data protection laws; it
specifies a large number of attributes for such authorities.

Nevertheless, in its baseline specifications, the Directive also affords
member states a ‘margin for manoeuvre’ (recital 9). This is manifest in Article
5 which provides that ‘Member States shall, within the limits of the provisions
of [Chapter II] determine more precisely the circumstances in which the
processing of personal data is lawful’. This margin for manoeuvre is a natural
consequence of the Directive’s basic nature qua Directive (as opposed to
Regulation).74 It reflects also the principle of subsidiarity that generally
informs EU regulatory policy.75 And it reflects the extensive controversy
accompanying the Directive’s gestation.

In 1995, Spiros Simitis made some telling observations of EU member
states’ attitudes during the lengthy gestation of the Directive:

Experience has shown that the primary interest of the Member States is not to
achieve new, union-wide principles, but rather to preserve their own, familiar rules.
A harmonization of the regulatory regimes is, therefore, perfectly tolerable to a
Member State as long as it amounts to a reproduction of the State’s specific national
approach.76
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73 See Charter of Fundamental Rights of the European Union, supra n. 72,
Article 8 (providing for a right to protection of personal data); cf. Article 7 (providing
for the right to respect for private and family life). See also the right to protection of
personal data in Articles I-51 and II-68 of the Treaty establishing a Constitution for
Europe, supra n. 71.

74 Basically, a Directive requires achievement of a specified result, leaving
member states some discretion as to how to achieve the result. A Regulation, however,
does not provide any such discretion. Further on the differences between Directives and
Regulations, see, e.g., Craig & de Búrca 2008, pp. 83–85.

75 See Treaty on establishing the European Community (hereinafter ‘EC
Treaty’), Article 5. The principle of subsidiarity essentially means that the EU and its
institutions shall only take action when the objectives of such action cannot be more
effectively achieved by member states alone.

76 Simitis 1995, p. 449.



Over a decade later, his observations are just as pertinent. Evidence
abounds of considerable divergence between member states’ respective
laws.77 Particularly problematic from an international perspective is that
national implementation of the provisions in the Directive regulating flow of
data to countries outside the EU (see Articles 25–26, dealt with further below)
has varied broadly. Indeed, it has sometimes been inconsistent with the
Directive.78

The Directive applies to personal data processing in both the private and
public sectors. Processing of data on collective entities (private corporations
etc.) falls outside its scope, though the Directive does not prohibit member
states’ privacy laws applying to such data. While most member states’ laws are
limited to safeguarding data on natural persons, several (for example, the laws
of Austria and Italy) safeguard data on collective entities as well.79 Moreover,
in a subsequent Directive from 2002 dealing with privacy and electronic
communications, the EU expressly permits some safeguards of corporate
privacy interests in the electronic communications context.80

The Directive does not apply to data processing carried out as part of activ-
ities falling beyond the ambit of EC law as such.81 This includes activities
relating to ‘public security, defence, State security (including the economic
well-being of the State where such processing relates to State security matters)
and the activities of the State in areas of criminal law’ (Article 3(2)). Also
exempt is the processing of data ‘by a natural person in the course of a purely
personal or household activity’ (Article 3(2)).82 Member states are addition-
ally required to lay down exemptions from the central provisions of the
Directive with respect to data processing ‘carried out solely for journalistic
purposes or the purpose of artistic or literary expression’, insofar as is ‘neces-
sary to reconcile the right to privacy with the rules governing freedom of
expression’ (Article 9).

34 Global privacy protection

77 European Commission 2003; Korff 2002; Charlesworth 2003.
78 European Commission 2003.
79 See generally Bygrave 2002, part III.
80 See further Directive 2002/58/EC dealt with further below.
81 There is, strictly speaking, a distinction between EC law and EU law. The

former covers primarily matters pertaining to the internal market; it does not extend to
police and judicial co-operation in criminal matters or to common foreign and security
policy. The latter range of matters falls, however, under two other ‘pillars’ of the EU
system. See further Treaty on European Union, signed 7 February 1992; in force 1
November 1993.

82 The ECJ has recently ruled that the latter exemption does not apply to
processing of personal data ‘consisting in publication on the internet so that those data
are made accessible to an indefinite number of people’: Lindqvist decision, supra n. 72,
para. 47.



The Directive is the first and only international privacy code to tackle
directly the vexed issue of which national law is applicable to a given case of
data processing. Article 4(1) specifies the applicable law as that of the member
state in which the data controller83 is established. More controversially, the
Directive also provides for the law of an EU state to apply outside the EU in
certain circumstances – most notably where a data controller, based outside
the EU, utilises ‘equipment’ located in the state to process personal data for
purposes other than merely transmitting the data through that state (Article
4(1)(c)).84

The basic principles in the Directive parallel those laid down in the other
international codes, especially the CoE Convention. Yet many of the principles
in the Directive go considerably further than those in the other codes. For
instance, Articles 10 and 11 require data controllers to directly provide data
subjects with basic information about the scope of data-processing operations,
independently of the data subjects’ use of access rights. None of the other main
international data privacy instruments stipulate such requirements directly.
Article 12 provides data subjects with access and rectification rights similar to,
but more extensive than, the equivalents found in the other international codes.
Especially innovative is the right of a person to obtain ‘knowledge of the logic
involved in any automated processing of data concerning him . . .’ (Article
12(a)).85

Also innovative is Article 15(1), which grants a person the right

not to be subject to a decision which produces legal effects concerning him or
significantly affects him and which is based solely on automated processing of data
intended to evaluate certain personal aspects relating to him, such as his perfor-
mance at work, creditworthiness, reliability, conduct, etc.86

Arguably, this right adds to the catalogue of core data protection principles
a new principle – namely that fully automated assessments of a person’s char-
acter should not form the sole basis of decisions that impinge upon the
person’s interests. The right is not absolute; a person may be subjected to such
decisions if they are, in summary, taken pursuant to a contract with the data
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83 That is, the person or organisation who/which determines the purposes and
means of processing personal data (Article 2(d)).

84 See further, e.g., Kuner 2007, chapter 3; Charlesworth 2003, pp. 948–951.
85 A right inspired by roughly similar provisions in French legislation (viz., Act

no. 78-17 on Data Processing, Data Files and Individual Liberties (as amended), Article
39(I)(5)).

86 A right also inspired by roughly similar provisions in the French legislation,
op cit., Article 10. For further analysis of Article 15 in the Directive, see Bygrave 2002,
pp. 319–328.



subject or authorised by law, and provision is made for ‘suitable measures’ to
safeguard the person’s ‘legitimate interests’ (Article 15(2)).

At the same time, the Directive empowers member states to restrict the
scope of many of the general rights and obligations it sets down, when the
restriction is ‘necessary’ to safeguard, inter alia, national security, public secu-
rity, law enforcement and/or ‘important’ economic or financial interests of the
member states (Article 13(1)). These exemptions grant member states exten-
sive freedom to legitimise surveillance at the expense of individuals’ privacy
interests. They also lay the way open for significant disparities between the
privacy laws of the various member states.

Other special aspect of the Directive are its relatively elaborate provisions
on monitoring and supervisory regimes. Article 28 requires each member
state to establish one or more ‘supervisory authorities’ to monitor and help
enforce the national law on point. These authorities are to ‘act with complete
independence in exercising the functions entrusted to them’ (Article 28(1)).
In order to enhance the authorities’ control and monitoring capability, the
Directive requires, with some exceptions, that data controllers or their repre-
sentatives notify the authority concerned of ‘any wholly or partly automatic
processing operation’ they intend to undertake (Article 18(1)). The Directive
also allows for a system of ‘prior checking’ by data protection authorities of
processing operations that ‘are likely to present specific risks to the rights and
freedoms of data subjects’ (Article 20(1)). The Directive fails to clarify what
such a system practically entails though does state that such a system is to
apply only to a minor proportion of data-processing operations (recital 54).
The Directive does not directly specify that supervisory authorities may,
pursuant to such a system, stop a planned operation, but seems to envisage
such an ability. Article 28(3) provides that data protection authorities gener-
ally are to have ‘effective powers of intervention’, including the ability to
impose ‘a temporary or definitive ban on processing’. Several EU/EEA
member states operate with licensing schemes whereby the national data
protection authority must formally approve certain types of data processing
before the processing can proceed.87

Article 27 requires member states and the Commission to ‘encourage’ the
drafting of sectoral codes of conduct, at national and/or Community level, in
pursuance of implementing the measures contemplated by the Directive.
Nothing is provided in Article 27 on the exact legal status of such codes.

The Directive envisages high levels of co-operation between the national
data protection authorities in Europe. Member states’ respective authorities
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87 See, e.g., Norway’s Personal Data Act of 2000 section 33 which subjects, as
a point of departure, planned processing of certain categories of sensitive information
(such as information on racial origin, religion or criminal records) to licensing.



may, for example, exercise their powers in relation to a particular instance of
data processing even when the national law applicable to the processing is that
of another member state, and they are to ‘cooperate with one another to the
extent necessary for the performance of their duties, in particular by exchang-
ing all useful information’ (Article 28(6)). In this way, the Directive stimulates
some internationalisation, at least within the EU/EEA, of supervisory regimes.

More important for this internationalisation process, however, is Article 29.
This establishes a ‘Working Party on the Protection of Individuals with regard
to the Processing of Personal Data’). The Article 29 Working Party is
composed largely of representatives from each member state’s data protection
authority. Its chief task is to provide independent advice to the European
Commission on a range of issues, including uniformity in the application of
national measures adopted pursuant to the Directive, and privacy protection
afforded by non-member states (Article 30).

Such a body is unique in the EU regulatory system and has proved to be a
valuable asset. Despite having purely advisory competence, the Working Party
has played an influential role in setting the Commission’s agenda in privacy
matters. This is due not least to the sheer industry of the body. Since beginning
operations in January 1996, the Working Party has generated a wealth of
reports, recommendations and opinions generally showing both insight and
foresight.88 It has been fairly quick to grapple with cutting-edge matters, such
as biometrics and radio-frequency identification (RFID).89 Yet as elaborated
on below, its influence has been most felt internationally in the application of
the Directive’s provisions on data flow to countries outside the EU.

Also assisting the Commission on privacy matters is a Committee
composed of representatives from the member states (Article 31). This
‘Article 31 Committee’ has legal power over the Commission. If it disagrees
with a Commission proposal, the Council is to be given an opportunity to
determine the proposal’s fate (Article 31(2)).

The Directive specifies relatively strong controls on the transfer of personal
data to countries outside the EU (so-called ‘third countries). The basic rule is
that transfer is permitted ‘only if . . . the third country in question ensures an
adequate level of protection’ (Article 25(1)). No other international code goes
so far as to proscribe flow of personal data to states not offering a particular
level of data protection.
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88 See further <http://ec.europa.eu/justice_home/fsj/privacy/workinggroup/
wpdocs/2007_en.htm> (last accessed 15 February 2008).

89 See, e.g., Working Document on data protection issues related to RFID tech-
nology (January 2005, WP 105); Working Document on biometrics (August 2003; WP
80).



Article 25(2) stipulates that the adequacy criterion cannot be fleshed out in
the abstract but ‘. . . in the light of all the circumstances surrounding a data
transfer operation or set of data transfer operations . . .’. The Directive does
not otherwise specifically define what is meant by ‘adequate’, though the
criterion is generally understood as a less stringent standard than the criterion
‘equivalent’ in the CoE Convention and OECD Guidelines.90 This softens the
potentially negative impact of the rule in Article 25(1) on data flows to third
countries.

Its impact is softened further by Article 26, which permits transfer of
personal data to a third country lacking adequate protection if, in summary, the
proposed transfer:

1. occurs with the consent of the data subject; or
2. is necessary for performing a contract between the data subject and the

controller, or a contract concluded in the data subject’s interest between
the controller and a third party; or

3. is required on important public interest grounds, or for defending ‘legal
claims’; or

4. is necessary for protecting the data subject’s ‘vital interests’; or
5. is made from a register of publicly available information (Article 26(1)).

The proposed transfer may alternatively be allowed if accompanied by
‘adequate safeguards’, such as ‘appropriate contractual clauses’, instigated by
the controller for protecting the fundamental rights of the data subject (Article
26(2)). The Commission may make binding determinations of what constitute
adequate safeguards in this context (Article 26(4)). It has exercised this power
by stipulating standard contractual clauses to govern data transfers.91

In very recent years, business groups have been pushing for recognition of
‘Binding Corporate Rules’ (BCRs) as a form of ‘adequate safeguard’. The
essential idea is that a group of companies draft their own set of data protec-
tion rules which are enforceable against each entity in the group regardless of
location. Once approved by an appropriate data protection authority, the BCRs
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90 See, e.g., Schwartz 1995, pp. 473 & 487; Greenleaf 1995, p. 106; Ellger
1991b, p. 131.

91 See Decision 2001/497/EC of 15 June 2001 on standard contractual clauses
for the transfer of personal data to third countries, under Directive 95/46/EC (O.J. L
181, 4 July 2001, pp. 19–31); Decision 2002/16/EC of 27 December 2001 on standard
contractual clauses for the transfer of personal data to processors established in third
countries, under Directive 95/46/EC (O.J. L 6, 10 January 2002, pp. 52–62); Decision
2004/915/EC of 27 December 2004 amending Decision 2001/497/EC as regards the
introduction of an alternative set of standard contractual clauses for the transfer of
personal data to third countries (O.J. L 385, 29 December 2004, pp. 74–84).

 



permit cross-border data transfers within the company group.92 While ostensi-
bly attractive, the practicalities of this co-regulatory strategy are still being
thrashed out. A major problem has been the dearth of a single, pan-European
approval system for BCRs. The Commission has yet to set up such a system.
However, the Article 29 Working Party has lessened, though not eliminated,
the problem by developing a co-ordinated fast-track procedure for BCR
approval by all of the relevant national data protection authorities.93

The Commission can make general determinations of adequacy under
Article 25 which are binding on EU/EEA member states (Article 25(6)). The
Commission does not make such decisions alone but with input from the
Article 29 Working Party, the Article 31 Committee, and European
Parliament.94 Basic criteria for adequacy assessments have been developed by
the Article 29 Working Party and form an important point of departure for
Commission decisions.95

So far, positive determinations of adequacy have been made for a small
number of jurisdictions and schemes, including Switzerland,96 Canada,97

Argentina,98 the United States’ (US) Safe Harbor scheme99 and the transfer of
Air Passenger Name Records (PNR data) to US border-control agencies.100
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92 Further on BCRs, see, e.g., Kuner 2007, pp. 218–232.
93 Article 29 Working Party 2005.
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95 Article 29 Working Party 1998.
96 Commission Decision 2000/518/EC of 26 July 2000 pursuant to Directive

95/46/EC of the European Parliament and of the Council on the adequate protection of
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97 Commission Decision 2002/2/EC of 20 December 2001 pursuant to Directive
95/46/EC of the European Parliament and of the Council on the adequate protection of
personal data provided by the Canadian Personal Information Protection and Electronic
Documents Act (O.J. L 2, 4 January 2002, pp. 13–16).

98 Commission Decision C(2003) 1731 of 30 June 2003 pursuant to Directive
95/46/EC of the European Parliament and of the Council on the adequate protection of
personal data in Argentina (O.J. L 168, 5 July 2003, pp. 19–22).

99 Commission Decision 2000/520/EC of 26 July 2000 pursuant to Directive
95/46/EC of the European Parliament and of the Council on the adequacy of the protec-
tion provided by the safe harbor privacy principles and related frequently asked ques-
tions issued by the US Department of Commerce (O.J. L 215, 25 August 2000, pp.
7–47).

100 See initially Commission Decision 2004/535/EC of 14 May 2004 on the
adequate protection of personal data contained in the Passenger Name Record of air
passengers transferred to the United States’ Bureau of Customs and Border Protection
(notified under document number C(2004) 1914) (O.J. L 235, 6 July 2004, pp. 
11–22) (subsequently annulled – see below); approved in Council Decision



In May 2006, the European Court of Justice nullified the first decision of
the Commission regarding transfer of PNR data to the USA, together with the
Council decision approving that decision.101 Both decisions were held to be
unlawful, not for privacy-related reasons, but because they apply to matters
currently falling outside the scope of EC law – namely, public security and
prevention of crime. A new agreement on the same subject, albeit with new
legal legs, was hurriedly adopted in October 2006,102 though not without
considerable tussle between the USA and EU over its terms.103 That agree-
ment expired in July 2007 and was replaced by yet another.104 Again, negoti-
ations over the terms of the replacement agreement were tough.105 The
end-result has been strongly criticised by the Article 29 Working Party for
further weakening protection of PNR data.106

Articles 25–26 have otherwise caused considerable consternation in some
‘third countries’, especially the USA which has been concerned about the
provisions’ potentially detrimental effect on US business interests.107 Some of
the US discussion has focused on the legality of the provisions under interna-
tional trade law, most notably the 1994 General Agreement on Trade in
Services (GATS) which restricts signatory states from limiting transborder
data flow in ways that involve arbitrary or unjustified discrimination against
other such states.108 At the same time, GATS allows restrictions on trans-
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2004/496/EC of 17 May 2004 on the conclusion of an Agreement between the
European Community and the United States of America on the processing and transfer
of PNR data by Air Carriers to the United States Department of Homeland Security,
Bureau of Customs and Border Protection (O.J. L 183, 20 May 2004, p. 83)(subse-
quently annulled – see below).

101 Judgment of 30 May 2006 in Joined Cases C-317/04 and C-318/04, European
Parliament v Council of the European Union and Commission of the European
Communities.

102 Council Decision 2006/729/CFSP/JHA of 16 October 2006 on the signing, on
behalf of the European Union, of an Agreement between the European Union and the
United States of America on the processing and transfer of passenger name record
(PNR) data by air carriers to the United States Department of Homeland Security (O.J.
L 298, 27 October 2006, pp. 27–28).

103 See Phillips & Bilefsky 2006.
104 Council Decision 2007/551/CFSP/JHA of 23 July 2007 on the signing, on

behalf of the European Union, of an Agreement between the European Union and the
United States of America on the processing and transfer of Passenger Name Record
(PNR) data by air carriers to the United States Department of Homeland Security
(DHS) (2007 PNR Agreement) (O.J. L 204, 4 August 2007, pp. 16–17).

105 See, e.g., Meller 2007.
106 See Article 29 Working Party 2007.
107 See generally Swire & Litan 1998.
108 See Agreement Establishing the World Trade Organization, adopted 15 April

1994, Annex 1B, especially Articles II(1), VI(1), XIV(c)(ii) and XVII. Prominent
instances of the US discussion are Swire & Litan 1998 and Shaffer 2000, pp. 46–55.



border data flow when necessary to secure compliance with rules relating to
‘protection of the privacy of individuals in relation to the processing and
dissemination of personal data and the protection of confidentiality of indi-
vidual records and accounts’ (Article XIV(c)(ii)). While such restrictions
must also conform to the Agreement’s basic prohibition against arbitrary or
unjustified discrimination between countries and against disguised restric-
tions on trade in services, little if any solid evidence indicates that Articles 25
and 26 of the Directive have been or are being applied in breach of that prohi-
bition.109

The initial tension between the USA and EU in the wake of the Directive’s
adoption cooled considerably after they agreed to adopt the ‘Safe Harbor’
scheme (hereinafter ‘SH’). The agreement permits US organisations to qualify
as offering adequate protection for personal data flowing from the EU/EEA,
by voluntarily adhering to a set of basic data protection principles.110 The prin-
ciples are loosely modelled upon, though fall short of, the core standards set
in the Directive.111

Despite slow corporate take-up in its early days, the SH scheme had well
over 1000 corporations (including major businesses) formally certifying
adherence to it as of 15 February 2008. However, doubts attach to the efficacy
and viability of the scheme in terms of privacy protection. For instance, in a
detailed analysis of the negotiations behind the scheme, Heisenberg observes
that the scheme’s chief goal has been to maintain trans-Atlantic data flow, with
preservation of privacy very much a secondary concern.112 Further, a study
carried out for the Commission in 2004 found considerable deficiencies in the
transparency, comprehensibility and comprehensiveness of a random selection
of corporate privacy policies that sought (at the time) to reflect the SH princi-
ples.113 The study also found little evidence to indicate that US authorities
(primarily the Federal Trade Commission) or, indeed, national regulators in
Europe, were taking any real interest in monitoring or enforcing compliance
with the scheme.114

Beyond Directive 95/46/EC, the EU has adopted three other Directives
concerned directly with privacy issues. The first, dealing specifically with
telecommunications, was adopted in December 1997.115 It has since been
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repealed and replaced by Directive 2002/58/EC, which concerns electronic
communications (including communications on the internet) more gener-
ally.116 The latter contains provisions on, inter alia, security and confidential-
ity of communications (Articles 4–5), storage and use of communications
traffic data (Articles 6, 15), processing of location data other than traffic data
(Article 9), calling and connected line identification (Article 8), content of
subscriber directories (Article 12), and unsolicited communications for direct
marketing purposes (Article 13).

In 2006, the EU adopted a Directive on retention of communications traf-
fic data.117 This Directive owes most of its life to the terrorist attacks in
Madrid and London in 2004 and 2005 respectively and the concomitant inter-
ests of law enforcement agencies in gaining access to communications traffic
data as part of their ‘war’ on terror and serious crime. It requires member states
to ensure that providers of public communications networks store such data
for a minimum of six months and maximum of two years. However, the future
of the Directive is uncertain. Ireland is seeking annulment of the Directive by
the European Court of Justice on the same grounds that felled the first agree-
ments on transfer of PNR data to the USA,118 while a large number of other
member states have postponed implementing certain provisions of the
Directive due to textual ambiguity.

The EU has also established the office of European Data Protection
Supervisor (EDPS).119 The EDPS has supervisory and control functions with
respect to EU institutions only. It can issue legally binding orders, which may
be appealed to the European Court of Justice.120

At the time of this writing, the EU is drafting a Framework Decision on
privacy protection rules for the police sector. The Commission has issued a
proposal for such a decision,121 which is now being negotiated with input from
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the European Parliament, the EDPS, the Article 29 Working Party and the
Council.

Finally, some privacy safeguards are provided under other EU codes that do
not deal primarily with privacy or data protection. The main example here is
the Schengen Convention of 1990,122 primarily concerned with enhancing
border control and security but also containing data protection rules in provi-
sions regulating use of the Schengen Information System (SIS).123 The rules
of procedure for Eurojust operations are another example on point.124

APEC PRIVACY FRAMEWORK

The most recent privacy code of global significance is an agreement between
the 21 member states of the Asia-Pacific Economic Cooperation on a set of
common principles to guide their respective approaches to regulation.125 This
agreement takes the form of a ‘Privacy Framework’, the complete version of
which was adopted in 2005.

Work on the Framework signals a readiness by the APEC states to forge
their own approach to privacy regulation largely independent of European
norms.126 It appears to foster privacy regimes less because of concern to
protect basic human rights than concern to engender consumer confidence in
business.127

The Framework is clearly inspired by, and modelled upon, the OECD
Guidelines rather than EU and CoE instruments. Indeed, in its Preamble, it
goes out of its way to laud the continuing importance of the Guidelines.

While concern for privacy is far from absent in the formal rationale for the
Framework,128 economic concerns are clearly predominant. One familiar
concern is to prevent commercially harmful restrictions on transborder data
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flow. Another is to bolster consumer confidence and thereby ensure growth of
commerce, particularly in the electronic context. The Framework seems
implicitly to treat privacy safeguards not as valuable in themselves but as prin-
cipally valuable for their ability to facilitate the realisation of the ‘potential’ of
electronic commerce. The Framework scarcely, if at all, alludes to privacy
safeguards as fundamental rights.

The heart of the Framework is a set of ‘Information Privacy Principles’
(IPPs). These are essentially rather diluted reformulations of the core princi-
ples of the OECD Guidelines.129 Though consistent with the broad thrust of
the OECD Guidelines, the IPP standards are lower than those of the European
instruments. For instance, the Framework does not embrace the sensitivity
principle, and it applies the criteria of ‘fair’ and ‘lawful’ only to the collection
of personal information (para. 18) as opposed to further stages of information
processing.

The Framework does not prescribe that it be implemented in a particular
way – for example, through legislation or establishment of data protection
authorities. Instead it avers that a variety of implementation methods may be
appropriate. Suspensions of the principles are permitted according to criteria
more lax than those specified under the EU and CoE codes. They are to be
‘limited and proportional to meeting the objectives’ to which they relate, and
they are either to be ‘made known to the public’ or ‘in accordance with law’
(para. 13).

Regarding transborder data flow, the Framework does not expressly permit
or mandate restrictions when the recipient jurisdiction lacks equivalent or
adequate protection for the data (see generally Part IV(B)). Nor does it require
data exports to be allowed to countries with APEC-compliant laws (or equiv-
alent protections). Nonetheless, Principle IX (para. 26) states that a data
controller ‘should be accountable for complying with measures that give effect
to the Principles’, which could be read as imposing some liability on a data
controller that exports data to other countries. But the threshold for satisfying
this ‘accountability’ is far from high:

[w]hen personal information is to be transferred to another person or organization,
whether domestically or internationally, the personal information controller should
obtain the consent of the individual or exercise due diligence and take reasonable
steps to ensure that the recipient person or organization will protect the information
consistently with these Principles (para. 26).

The Framework has been aptly described as ‘OECD Lite’ and criticised
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accordingly.130 Nevertheless, it is possible to view the Framework more posi-
tively as a significant first step in arriving at policy consensus for a region
characterised by great cultural, ethical and legal diversity.

HUMAN RIGHTS INSTRUMENTS

Forty years ago, it was common to regard the principal catalogues of funda-
mental human rights as having little direct relevance for tackling the privacy
issues thrown up by the computer age. Today the situation is greatly changed.
The Universal Declaration of Human Rights (UDHR), the International
Covenant on Civil and Political Rights (ICCPR), along with the main regional
human rights treaties,131 are now firmly considered to provide the central
formal normative roots for laws on privacy and data protection. They are also
increasingly seen and used as data protection instruments in themselves.

Jurisprudence developed pursuant to ICCPR Article 17 and ECHR Article
8 provides the backbone for this development. Both provisions have been
authoritatively construed as requiring national implementation of the basic
principles of data protection. Moreover, the jurisprudence is increasingly
regarded as providing an important touchstone for interpreting ordinary codes
on privacy and data protection.132

Article 17 of the ICCPR provides:

1. No one shall be subjected to arbitrary or unlawful interference with his privacy,
family, home or correspondence, nor to unlawful attacks upon his honour and
reputation.

2. Everyone has the right to the protection of the law against such interference or
attacks.

Whereas the above provisions are framed essentially in terms of a prohibi-
tion on ‘interference with privacy’, the equivalent provisions of ECHR Article
8 are framed in terms of a right to ‘respect for private life’:
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1. Everyone has the right to respect for his private and family life, his home and
correspondence.

2. There shall be no interference by a public authority with the exercise of this
right except such as is in accordance with the law and is necessary in a demo-
cratic society in the interests of national security, public safety or the economic
well-being of the country, for the prevention of disorder or crime, for the
protection of health or morals, or for the protection of the rights and freedoms
of others.

The Human Rights Committee set up to monitor implementation of the
ICCPR has held that Article 17 requires processing of personal data in both the
public and private sectors to be legally regulated in accordance with basic data
protection principles.133 This is particularly significant as the ICCPR has the
greatest reach of treaties on human rights, having been ratified by over two-
thirds of the world’s nation states.

As for ECHR Article 8, the European Court of Human Rights has over a
long series of cases gradually reached a standpoint similar to the broad thrust
of General Comment 16. The bulk of these cases have concerned surveillance
and control activities by police or state intelligence services.134 Up until
recently, uncertainty attached to the extent to which Article 8 could regulate
data-processing activities of private sector bodies. In a famous decision in
2004 in the case of Von Hannover v Germany, the Court finally made clear that
although Article 8 (and the ECHR generally) aims primarily to protect indi-
viduals from the actions of state authorities, it also requires CoE states to place
limits on private actors’ processing of personal information, even when the
information concerns celebrities. Concomitantly, the Court held, celebrities
have a right to respect for their private life and cannot be ‘free game’ for the
mass media. The Court went on to hold that, in the main, publication of
personal information is only justified (under the Convention) when the infor-
mation contributes to a debate of general societal interest (as opposed to publi-
cation purely to satisfy curiosity).
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POWER PLAY AND THE DECREASING SIZE OF THE
WORLD

Of all of the codes reviewed in this chapter, the EU Directive is the most
prominent trendsetter for data protection norms around the world. While its
influence is naturally greatest in Europe, numerous non-European countries
have enacted legislation or are on the way to doing so, in order, at least partly,
to meet the adequacy criterion in Article 25. Australia, Hong Kong and Korea
are all examples on point.135 Further, Argentina has enacted legislation in
2000136 modelled on the EU Directive and equivalent Spanish legislation.
Dubai passed legislation in 2007 also modelled on the Directive – the first
Arab state to do so.137 The South African Law Commission has prepared a
privacy Bill which is clearly influenced by the Directive and partly aimed at
enabling the country to be deemed as providing adequate protection for the
purposes of Article 25.138 Turkey appears to be following suit.139

Nevertheless, the ability of the EU to bring the privacy regimes of non-
European states in line with its preferred model, is clearly vulnerable. This is
partly because of sovereignty factors, and partly because of the emergence of
APEC as a potential competitor in the role of international privacy policy-
broker. Yet it is also because of ‘problems at home’. Not only has national
transposition of the Directive often been slow, there appear to be – even after
transposition – low levels of harmonisation, enforcement, compliance and
awareness with respect to the national European regimes.140 Especially prob-
lematic for the Directive’s global credibility is the weak implementation of its
regime for transborder data flow to third countries. That regime is caught
between ‘a rock and a hard place’: if properly implemented, the regime is
likely to collapse from the weight of its cumbersome, bureaucratic procedures.
Alternatively, it could well collapse because of large-scale avoidance of its
proper implementation due precisely to fears of such procedures. Use of
contractual and co-regulatory strategies, such as BCRs, may alleviate this situ-
ation somewhat but will probably not resolve it.
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The chances of achieving, in the short term, greater harmonisation of
privacy regimes across the globe are slim. This is due not simply to the
strength of ingrained ideological and cultural differences around the world, but
also to the lack of a sufficiently strong, dynamic and representative interna-
tional body to bridge those differences. The World Trade Organisation (WTO)
is occasionally touted as such a body. Yet its ability to negotiate a broadly
acceptable agreement on privacy issues may be hampered by its commercial
bias.

Calls are occasionally made to draft a truly international convention on
privacy and data protection, within the framework of the UN.141 And
UNESCO has recently emerged as a new forum for discourse on international
privacy policy.142 Nevertheless, any UN-sponsored process with a view to a
future global treaty will be a very long (and long-winded) affair, and the
chances are slight of an eventual treaty having real bite. As for harmonisation
at the regional level, this remains incomplete in the EU – home to the hitherto
most ambitious harmonisation efforts. As for APEC, its track record is yet to
be fully established. APEC represents huge economic muscle, but whether it
will develop into a consequential force in privacy matters is too early to say.
Its Privacy Framework, though, is unlikely to bring harmonisation much
further in the Asia-Pacific. This has not stopped some corporate players, such
as Google, touting the Framework as the appropriate baseline for global
privacy standards.143

Forty years ago the ideological landscape in which international privacy
instruments were drafted was more open than now. Back then, discussion
about privacy revolved largely about doctrines on human rights and rule of
law; economic and trade-related considerations received relatively marginal
attention. Today, however, the same sort of discussion cannot be separated
from trade issues. Nor can it be separated from attention to a range of other
cross-cutting issues, such as the ‘war on terror’, national security and law
enforcement generally. Globalisation processes in terms of economy, crime,
law enforcement, information and communication networks, etc. are rapidly
decreasing the size of the world. The horizons for regulatory policy are
increasingly cluttered; various norm sets are more prone to colliding with each
other. Concomitantly, future international policy making on privacy issues will
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be increasingly complicated and, arguably, increasingly destined to fail in
terms of offering clear and relatively stringent norms.

One of the most intriguing aspects of the policy debates in international
forums over the last 40 years is that they have largely occurred within the
Western, liberal, democratic ‘camp’. There has been little serious engagement
with the rest of the world specifically on privacy issues. Where is China?
Pakistan? Why have they not yet been the focus of EU adequacy assessments?
This situation will and must change. In the coming 40 years, the policy debates
will move out of the relatively cozy Western sphere. We see the beginnings of
this development in the APEC Privacy Framework. The form and content of
that instrument support the argument made out above that international policy
in the field will increasingly fall short of prescribing clear and relatively strin-
gent privacy norms. That argument can only gain strength if other players with
a distinctly trade-friendly focus, such as the WTO, join APEC in brokering
international privacy policy.
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2. The United States

Priscilla M. Regan

In 1989, a young California actress, Rebecca Shaeffer, was stalked and shot to
death by an obsessed fan who obtained her home address from the California
Department of Motor Vehicles (DMV). The death of this celebrity drew media
attention to the problem of stalking and to the myriad databases of personal
information that could be used to find someone. In this case, the focus of atten-
tion turned to drivers’ license records, maintained by the 50 states and consid-
ered in most states to be a public record database that could be accessed for a
fee. In 1994 Congress passed the Driver’s Privacy Protection Act (DPPA) to
restrict access to such information including name, address, telephone number,
photograph, and medical or disability information. The DPPA was introduced
in the Senate by Barbara Boxer (D-CA) and in the House by Jim Moran (D-
VA) both of whom had constituents who had been victims of releases of infor-
mation from state DMVs. Direct marketers, private investigators and the
media all lobbied against the DPPA.

As soon as the law became effective in September 1997, the state of South
Carolina sued claiming that the law violated the Tenth Amendment which
states that powers not delegated to Congress are reserved to the states. A
federal district court in South Carolina agreed and enjoined enforcement of the
DPPA in South Carolina stating that ‘the states have been, and remain, the
sovereigns responsible for maintaining motor-vehicle records, and these
records constitute property of the states’. The Court held that individuals did
not have a ‘reasonable expectation of confidentiality’ in their DMV informa-
tion and that the medical information contained in those records could be
discerned from observing the individual and therefore was not private
(Hammit, 1997).

On appeal, the Supreme Court upheld the constitutionality of the DPPA
holding that Congress had the power under its authority to regulate interstate
commerce because ‘personal, identifying information that the DPPA regulates
is a thing in interstate commerce’ (Reno v Condon). The Court did not specif-
ically address First Amendment claims although some argue that this ruling
represents ‘a radical break with existing First Amendment principles’ and was
not justified as the First Amendment arguably protects a right to gather infor-
mation (Froomkin 2000, 1508).

50



Questions about driver’s licenses reappeared on the policy agenda follow-
ing 11 September when several of the terrorists used fake driver’s licenses to
board the planes that they flew to destruction. Several states tightened require-
ments for getting licenses and the American Association of Motor Vehicle
Administrators (AAMVA) began to advocate standardization of state driver’s
license requirements, standards, and formats. This proposal became part of a
larger public discussion about possible introduction of a national identification
card and system (NRC 2002). In May 2005, as part of a military appropria-
tions bill, Congress passed the Real ID Act which requires that state driver’s
licenses and other identification documents meet federal ID standards. These
include a digital photograph, anti-counterfeiting features, and machine-read-
able technology such as a magnetic stripe or RFID tag. The Department of
Homeland Security is charged with developing the detailed regulations which
are to go into effect in 2008.

This vignette illustrates a number of features of information privacy poli-
cymaking and policy in the US. Generally it takes an incident to focus atten-
tion on the issue of information privacy – and such incidents tend to focus on
one type of record system at a time. This human interest element helps to
define the policy problem, galvanize media and public attention, and give
members of Congress concrete examples of privacy invasion to justify their
votes. There is always vocal and well-financed opposition to privacy protec-
tions, generally from business and government bureaucrats who do not want
to restrict access to personal information. Their opposition is usually quite
successful in weakening the proposed privacy protections and in further
narrowing the scope of such protections. And after passage opponents are
likely to challenge legislation in the courts, often on the basis of First
Amendment grounds that any information, including that about individuals,
should flow freely and without government restriction.

State driver’s license databases are just one of the countless personal data
systems that shape Americans’ lives. These systems cover all aspects of daily
life. At various points, scholars and commentators have tried to capture the
breadth and depth of record-keeping activity in the United States; all conclude
that the scope is extensive and expanding (Long 1967, Miller 1971, Westin
and Baker 1972, Rule 1973, Burnham 1983, Laudon 1986, Linowes 1989,
Garfinkel 2000, Rosen 2004).

States maintain not only databases of driver’s licenses but also tax records,
property records, registration records for items such as cars and guns, arrest
records, criminal and civil court records, school records, library records, life
event records (birth, marriage and death), public health records, and records
for emergency management.

The federal government also maintains tax records, Social Security records,
Selective Service records, government loans, federal criminal records, federal
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employment records, military personnel records, and records maintained for
national security and homeland security purposes.

Private-sector organizations maintain even more databases on individuals
spanning every aspect of an individual’s existence: newspaper and magazine
subscriptions, communications activities (including detailed records of phone,
email and internet usage), credit and debit card purchases, consumer purchases
(including detailed records of purchases at grocery, book, and drug stores
when one uses a frequent shopper card), video rentals, medical history, bank-
ing and investment decisions, and utility usage.

Almost all analyses of privacy protection in the United States conclude that
privacy protection is weak, proceeds on a sector-by-sector basis, and consists
of a patchwork of protections.

LEGAL AND CONSTITUTIONAL FRAMEWORK

American legal and philosophical thinking about privacy begins with Samuel
Warren and Louis Brandeis’s 1890 Harvard Law Review article in which they
argued that the common law protected a ‘right to privacy’ and that ‘the right
to life has come to mean the right to enjoy life – the right to be let alone’ (1890,
193). They anchored the right to privacy in the common law protection for
intellectual and artistic property – arguing that this protection was not based
on private property but instead on the concept of an ‘inviolate personality’
(1890, 205). Privacy, or ‘the right of the individual to be let alone’, was simi-
larly protected as part of the inviolate personality. The next major step in legal
thinking on privacy is William Prosser’s 1960 California Law Review article
on privacy in which he concluded that a right to privacy, ‘in one form or
another’, was recognized in four different tort protections – intrusion, disclo-
sure, false light, and appropriation. He viewed privacy as a common term for
a number of different ways in which the ‘right to be let alone’ might be
invaded. Most legal scholars agreed that traditional privacy protections in
common law would not easily or effectively be extended to cover the more
general privacy concerns, especially those regarding information privacy, that
began to develop in the late 1960s (Fried 1968, Kalven 1966, Miller 1971,
Westin 1967).

From a constitutional perspective, it is important to point out that ‘privacy’
or a ‘right to privacy’ is not mentioned in the Constitution. However, over time
the Supreme Court has recognized a number of privacy rights deriving them
from the First, Third, Fourth, Fifth, Ninth, and Fourteenth Amendments. These
constitutional protections only apply to government action; they do not restrict
private sector or individual actors or provide any protections against privacy
invasions in those contexts. Under the First Amendment and due process
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clause of the Fifth and Fourteenth, the Court has upheld a number of privacy
interests – including ‘associational privacy’ (NAACP v Watkins 1958), ‘politi-
cal privacy’ (Watkins v US 1957 and Sweezy v New Hampshire 1957), and the
‘right to anonymity in public expression’ (Talley v California 1960).

The Fourth Amendment’s protection of ‘the right of the people to be secure
in their persons, houses, papers, and effects, against unreasonable searches and
seizures’ has been an important basis for privacy protection. The most impor-
tant Fourth Amendment case is Katz v United States (1967), a wiretapping
case in which the Court ruled that the Fourth Amendment protected people,
not places, and did not require physical trespass or seizure of tangible mater-
ial. In the concurring opinion, Justice John Marshall Harlan developed a two-
part formulation to determine whether an individual had a ‘reasonable
expectation of privacy’: ‘first that a person have exhibited an actual (subjec-
tive) expectation of privacy and, second, that the expectation be one that soci-
ety is prepared to recognize as ‘reasonable’’ (Katz, 361). In subsequent
decisions the Court has constructed a continuum of circumstances under
which it agrees that society would regard an individual as having a reasonable
expectation of privacy. The continuum ranges from public places (for exam-
ple, open fields, in plain view, or public highways), in which there is no objec-
tive expectation of privacy except in unusual circumstances, to the inside of
one’s home with the windows and curtains closed, in which there is an objec-
tive expectation of privacy. Through Title III of the Omnibus Crime Control
and Safe Streets Act and the Electronic Communications Privacy Act,
Congress has given more concrete meaning to the Fourth Amendment protec-
tion against unreasonable searches and seizures. requirements.

The Fifth Amendment protection against self-incrimination also provides a
basis for a type of privacy protection. Courts have interpreted it to prohibit
compelling anyone to disclose incriminating personal information in criminal
cases or other governmental proceedings. Its narrow application rests in part
of the Court’s distinction between testimonial evidence, involving communi-
cation by the individual and hence protected, and physical evidence, which is
not protected. With respect to personal information, the Court has limited its
protection to information that is in the possession of the individual, not a third
party (Couch v United States, 1973), and has waived protection for informa-
tion that is part of a ‘required record’ (Grosso v United States, 1968).

The broadest privacy rights have been those adopted to protect reproduc-
tive privacy, which is conceptually different from information privacy as it
involves control over a personal domain. In Griswold v Connecticut (1965),
Eisenstadt v Baird (1972), and Roe v Wade (1973), the Court ultimately recog-
nized a ‘right to privacy’ in ‘the Fourteenth Amendment’s concept of personal
liberty and restrictions upon state action’. These protections, however, have
not been extended beyond the sphere of reproductive privacy. For example, in
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1976 in Paul v Davis, the Court refused to expand the areas of personal
privacy considered ‘fundamental’ to include erroneous information in a flyer
listing shoplifters. A year later, the Court recognized for the first time two
kinds of information privacy interests: ‘one is the individual interest in avoid-
ing disclosure of personal matters, and another is the interest in independence
in making certain kinds of important decisions’ (Whalen v Roe, 1977,
599–600). But in this instance, the Court upheld a New York law that required
the state to maintain computerized records of prescriptions for certain drugs
because the state had taken precautions to protect computer security and had
placed restrictions on disclosures from the records, thus minimizing the poten-
tial for personal information to be disclosed inappropriately.

From the onset of public debates about personal information in the 1960s,
it was clear that privacy was an important and multi-faceted value for which
some legal and constitutional protection existed. Additionally it was recog-
nized that privacy was not an absolute value – no one has an unlimited right
to be ‘let alone’– but one that was often balanced against other competing
social and legal values. Finally, it was clear that existing legal and constitu-
tional protections were not easily accommodated to new collections and uses
of personal information – and that the courts were reluctant to be at the fore-
front of such changes. Thus new statutory protections would be needed.

KEY DEVELOPMENTS IN PRIVACY PROTECTION

The primary catalyst leading to policy discussions about information privacy
protection in the United States has been technological change. From comput-
erization of large data sets in the 1960s to computerized processing of all
records in the 1970s to computerized searching of record systems in the 1980s
to the online linkages and searching capabilities of the 1990s, information and
communications technologies have provided the focusing events for concerns
about privacy protection. This is not to say that other factors – most notably
political events, interest groups, policy ideas, political climate, constitutional
issues, and transnational activities – have not played important roles in the
development of American privacy protection. But the initial trigger placing
information privacy on the policy agenda has been, and is likely to continue to
be, technological change. Once on the agenda, privacy issues generally occupy
a relatively low position until other political forces or events help to elevate
public and congressional interest.

First Period – Computerization of Records

Almost all analyses of the development of information privacy in the United
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States identify the first step as the 1965 proposal of the Social Science
Research Council (SSRC) to establish a Federal Data Center to provide access
to and coordinate the use of government statistical information (Bennett 1992,
Flaherty 1989, Regan 1995). This proposal precipitated a number of congres-
sional hearings and some public debate (US House Committee 1966 and US
Senate Committee 1966). The following statement by Representative
Cornelius Gallagher (D-NJ), chair of the House Special Subcommittee on
Invasion of Privacy, captures the public and congressional concern: ‘It is our
contention that if safeguards are not built into such a facility, it could lead to
the creation of what I call “The Computerized Man” . . . [who] would be
stripped of his individuality and privacy. Through the standardization ushered
in by technological advance, his status in society would be measured by the
computer and he would lose his personal identity. His life, his talent, and his
earning capacity would be reduced to a tape with very few alternatives avail-
able’ (US House Committee 1966, 2).

Although proposals to establish a Federal Data Center were rejected, the
public and Congress recognized that privacy, computers and government
information practices had introduced a policy problem that needed to be
addressed. In a somewhat peculiar American fashion, three forums – a
congressional committee, an executive agency, and a private foundation –
simultaneously began to study the issue and recommend policy options.
Beginning in 1970, the Senate Judiciary Committee’s Subcommittee on
Constitutional Rights, chaired by Senator Sam Ervin (D-NC), played a crit-
ical role in collecting information about government data banks and in build-
ing congressional support for legislation (US Senate 1971). In 1969 the
Russell Sage Foundation and the National Academy of Sciences cospon-
sored a project to gather empirical information on how computer applica-
tions were being used by public and private organizations. The report, Data
Banks in a Free Society, recommended a number of policy options to apply
to both computerized and manual records including: a ‘Citizen’s Guide to
Files; rules for confidentiality and data sharing; technological safeguards;
restrictions on the use of the social security number; and information trust
agencies to manage sensitive data’ (Westin and Baker 1972). Finally the
Department of Heath, Education and Welfare (HEW) established an
Advisory Committee on Automated Personal Data Systems to analyze and
make recommendations regarding computerized information systems. Its
report, Records, Computers, and the Rights of Citizens, was released in 1973
and emphasized the need for legislation and enactment of a Code of Fair
Information Practices (HEW 1973).

The HEW Code mirrored the definition of the policy problem as one of
privacy, confidentiality and due process – and defined the core of a policy
solution in terms of fairness.
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HEW CODE OF FAIR INFORMATION PRACTICES

There must be no personal record-keeping system whose very
existence is secret.

There must be a way for an individual to find out what informa-
tion about him or her is in a record and how it is used.

There must be a way for an individual to prevent information
about him or her that was obtained for one purpose from being
used or made available for other purposes without his or her
consent.

There must be a way for an individual to correct or amend a
record of identifiable information about him or her.

All organizations creating, maintaining, using, or disseminating
records of identifiable personal data must assure the reliability of
the data for their intended use and must take precautions to
prevent misuse of the data.

Source: US Department of Health Education and Welfare, Secretary’s Advisory
Committee on Automated Personal Data Systems, Records, Computers and the
Rights of Citizens (Washington, DC: Government Printing Office, 1973).

The various privacy bills introduced in the House and Senate were similar
in including the key elements of the Code of Fair Information Practices but
differed in their enforcement approaches, especially regarding the establish-
ment of a regulatory Privacy Board, and in their scope of applicability, that is
whether the public and private sector would be similarly treated. The primary
Senate bill (S 3418) was comprehensive in scope, covering both automated
and manual personal information systems in federal, state and local govern-
ments, as well as in the private sector. It provided for a Federal Privacy Board
with authority to enter premises where information was held and by subpoena
compel the production of documents, to hold hearings regarding violations,
and to issue cease and desist orders if organizations were engaged in unautho-
rized information practices. It also established rights for individuals to see and
amend their files and be informed of releases of information, similar to the
HEW Code. The primary House bill (HR 16373) was weaker and less inclu-
sive; it covered only federal agencies, did not provide for an independent
privacy board, and permitted more exemptions.

As congressional deliberations proceeded, there was general agreement that
state government personal information practices should not be regulated
through an omnibus federal statute. The two most contentious issues in
congressional hearings involved the omnibus scope of the legislation and the
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establishment of a Federal Privacy Board. Private sector organizations argued
vociferously that there was no real concrete evidence of abuses, that they were
already overburdened with government regulations, and that companies could
and would enact voluntary policies to protect privacy of personal information.
They also maintained that the First Amendment limited the restrictions that
government could place on the free flow of information, including private
commercial information flows. At times the Supreme Court and lower courts
had lent support to that view, but courts had also recognized that individuals
had the ability to assert their own interests in exerting control over the flow of
communication between themselves and another private party (Lamont v
Postmaster General 1965).

Although the proposal to establish an independent oversight mechanism to
protect privacy was viewed as essential by several privacy advocates, both the
HEW Committee and the Westin and Baker study recommended against this
type of regulation. The HEW Committee concluded that the need did not exist,
there was not public support, it would be complicated and costly, and it might
impede useful computer applications (HEW 1973, 43). In addition, federal
agencies and private sector firms were united in opposition to this proposal.
President Ford also spoke in opposition to the establishment of a privacy board.

In both chambers, the images of 1984 and the information abuses associ-
ated with Watergate were repeatedly mentioned as support for legislation.
References to ‘big brother’ supervision of individuals, lack of credibility in
government, and recent abuses related to personal information were included
in virtually all statements on the floors of the House and Senate (Regan 1995,
81). Although many members, perhaps most vocally Senator Sam Ervin (D-
NC), believed that the House and Senate committee reports documented long-
standing issues of personal information misuse, most commentators agree that
legislation would not have been debated and adopted by Congress in 1974 if
there had not been the revelations of abuses associated with Watergate (Regan
1995, Bennett 1992, and Gellman).

The bill that passed the Senate included the creation of an independent
privacy protection agency while the House bill did not provide for a separate
agency. The Privacy Act, passed by Congress at the close of 1974, reflected
the minimum protection that was advocated at the time. It incorporated the
Code of Fair Information Practices but limited its applicability to federal agen-
cies, placed enforcement responsibilities primarily on the individuals bringing
grievances, and gave the Office of Management and Budget implementation
authority. The Privacy Act of 1974 established the Privacy Protection Study
Commission (PPSC) to investigate the need for an independent agency and
private sector legislation. Many privacy advocates adopted the view of Senator
Ervin that the Privacy Act was ‘an important first step’ (US Senate and House
Committees 1974, 775) and that the next step would be taken by the PPSC.
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The mandate of the PPSC was framed in terms of protecting ‘the privacy of
individuals while meeting the legitimate needs of government and society for
information’. The PPSC held over 60 days of hearings and heard from over
300 witnesses from the private sector, including the insurance, credit, banking,
and medical sectors. It also sent questionnaires to 500 companies to determine
the extent and nature of information handling as well as perceived problems
and costs in complying with proposed legislation (PPSC 1977). The PPSC
retained the framework of the Code of Fair Information Practices but restated
it as three goals: to minimize intrusiveness; to maximize fairness; and to create
legitimate, enforceable expectations of confidentiality.

The PPSC had an opportunity to recommend omnibus legislation for the
private sector as a whole. But private sector advocates that a sector-by-sector
approach with minimal actual government involvement was the most appro-
priate given the diversity of information practices. The PPSC report is a fairly
exhaustive survey and analysis of how records mediate relationships between
individuals and organizations. The concept of ‘relationships’ provides the
fundamental organizing concept: there are chapters discussing different rela-
tionships including consumer credit, depository, insurance, employment,
medical care, and education. The report focused on the unique features and
differences rather than commonalities, and laid the foundation for the sector-
by-sector approach to private sector information policies that exists rather
uniquely in the US (Bennett 1992, Flaherty 1989).

In 1977, the PPSC concluded that a voluntary approach should be the initial
way of implementing privacy protection in the private sector. The PPSC
recommended that existing regulatory agencies, such as the Federal Trade
Commission, assume some responsibility for ensuring privacy protection in
their sectors. With respect to the public sector, the PPSC recommended that a
more advisory privacy body be established to monitor and evaluate imple-
mentation of the Privacy Act of 1974. Civil liberty groups and privacy advo-
cates were critical of the report of the PPSC seeing it as a missed opportunity
for serious policy formulation, as a concession to private sector opposition,
and as a result of the strength of private sector influence on the commission
itself (Hayden 1978).

The PPSC also issued numerous suggestions for sector-by-sector legisla-
tion – all of which were referred to numerous congressional committees. None
resulted in legislation. Again in congressional committees and subcommittees,
private sector representatives seized a forum for arguing that self-regulation
would be sufficient. Indeed several private sector organizations did adopt
voluntary policies and began to advertise that they had done so. Aetna Life
Insurance Company, whose executive vice-president had been a member of
the PPSC, adopted the slogan that ‘your privacy is our concern’ (Regan 1995,
85). Needless to say, there was no way of ensuring that such sentiments were
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being followed internally. One bill containing most of the recommendations of
the PPSC, the Omnibus Right to Privacy Act (HR 10076) was introduced in
the House. This detailed, 161-page bill was referred to seven different commit-
tees, none of which recommended passage.

Despite intensive information gathering, 61 days of hearings, a good staff
and an interested public, no legislation resulted directly from the recommen-
dations of the PPSC. Its work was indirectly important in the passage of
several federal statutes. But each of these took some event to precipitate
renewed congressional and public interest (see below for a list of several of
these statutes). For example, in US v Miller (1976) the Supreme Court ruled
that ‘checks are not confidential communications but negotiable instruments
to be used in commercial transactions’ and that the individual has no property
interest or Fourth Amendment expectation of privacy in those records. As a
result of this decision and with background and recommendations from the
PPSC report, Congress passed the Right to Financial Privacy Act in 1978.

SELECTED INFORMATION ON PRIVACY
LEGISLATION 

Fair Credit Reporting Act of 1970 (PL 91-508) requires credit
investigations and credit reporting agencies to make their records
available to the subjects of the records, provides procedures for
correcting information, and permits disclosure only to authorized
customers.

Family Educational Rights and Privacy Act of 1974 (PL 93-380)
requires educational institutions to grant students or parents
access to student records, establishes procedures to challenge
and correct information, and limits disclosure to third parties.

Privacy Act of 1974 (PL 93-579) gives individuals rights of
access to and correction of information held by federal agencies
and places restrictions on federal agencies’ collections, use, and
disclosure of personally identifiable information.

Right to Financial Privacy Act of 1978 (PL 95-630) provides
bank customers some privacy regarding their records held by
banks and other financial institutions and stipulates procedures
by which federal agencies can gain access to such records.

Cable Communications Policy Act of 1984 (PL 98-549) requires
cable services to inform subscribers of the nature of personally
identifiable information collected, the nature of the uses and
disclosures of such information, the time period for which the

The United States 59



information is kept, and the times during which subscribers can
access the information. It also places restrictions on the cable
services’ collection and disclosure of such information.

Computer Matching and Privacy Protection Act of 1988 (PL
100-503) requires agencies to formulate procedural agreements
before exchanging computerized record systems for purposes of
searching or comparing those records and establishes Data
Integrity Boards within each agency.

Video Privacy Protection Act of 1988 (PL 100-618) prohibits
video stores from disclosing their customers’ names and
addresses and the specific videotapes rented or bought by
customers except in certain circumstances.

Driver’s Privacy Protection Act of 1994 restricts access to infor-
mation maintained by state Departments of Motor Vehicles includ-
ing name, address, telephone number, photograph, and medical
or disability information.

Health Insurance Portability and Accountability Act of 1996
provides for standards protecting privacy of individually identifi-
able health information and establishes an offense of ‘wrongful
disclosure’ with respect to health information.

Financial Modernization Act of 1999, commonly referred to as
Gramm-Leach-Bliley (GLB) for its primary cosponsors, requires
financial institutions to send notices of their information practices
to all customers.

Children’s Online Privacy Protection Act of 1998 provides
restrictions on the collection of personally identifiable information
from children and empowers the FTC to oversee such practices.

Second Period – Matching of Record Systems and Surveillance

Almost as soon as the Privacy Act of 1974 became law, technological appli-
cations challenged its effectiveness. In the late 1970s, federal agencies began
to compare the computerized files of different programs to identify those who
should not be in the programs. The first of these was Project Match in which
the records of federal employees was compared to those of recipients of Aid
to Families with Dependent Children (AFDC) to determine which federal
employees had given false information on the AFDC application. In response
to congressional, presidential and interest group concerns about the privacy
implications of Project Match, the Office of Management and Budget (OMB)
issued guidelines allowing computer matches to occur as a ‘routine use’
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exemption to the Privacy Act if there was a ‘demonstrable financial benefit’
(Langan 1979, Kirchner 1981, Weiss 1983).

As the use of computer matching and other automated record searches
increased, the definition of the policy problem shifted from a focus on indi-
vidual privacy to a focus on the surveillance potential of these systems. Rather
than concentrating on questions about collection of personal information, indi-
vidual access to personal information systems, and ability to correct and
amend information, commentators began to see the enormous potential of inte-
grating separate record systems and compiling the separate bits of information
and records into larger systems with surveillance potential. As Gary Marx and
Nancy Reichman pointed out computer systems could serve as ‘informants’
(1984). Oscar Gandy refers to this ability of organizations, facilitated largely
by the use of new computer and information technologies to engage in a
‘panoptic sort’ – ‘a kind of high-tech cybernetic triage through which individ-
uals and groups of people are being sorted according to their presumed
economic or political value’ (1993). Similarly, Roger Clarke coined the term
‘dataveillance’ (1998). This represented a qualitative shift in the definition and
scope of the problem and consequently in the type of policy response that was
appropriate. If the problem was the surveillance potential of systems and not
individual abuses of records, then giving individual rights was not likely to be
an adequate response. Restrictions on those systems were more appropriate.

With the arrival of the year 1984, the surveillance theme received attention.
Several congressional committees held hearings on technology and privacy,
and several associations including the American Bar Association, the American
Civil Liberties Union and the Public Interest Computer Association organized
conferences around the surveillance and 1984 theme (Shattuck 1984a, 1984b).
Congress also asked the Office of Technology Assessment (OTA) to investigate
federal computerized information practices. The OTA concluded that these
practices were rapidly leading to the creation of a de facto national database
containing personal information on most Americans and that the social security
number was becoming a de facto national identifier (OTA 1986).

In response to potential abuses resulting from computer matching and other
sophisticated information applications, legislation was proposed and Congress
held hearings. After two years of off-and-on deliberations, Congress passed
the Computer Matching and Privacy Protections Act in the fall of 1988. The
CMPPA established some procedural limitations on agency uses of records
and established agency-wide oversight by creating Data Integrity Boards in
each federal agency.

Concerns about record linkages and privacy implications were not unique
to the United States. The same technological forces and organizational needs
were driving larger and more integrated data systems in other advanced indus-
trialized countries. In the late 1970s and mid-1980s, many other countries had
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adopted national legislation to protect privacy and data. But with computer-
ized searches and exchanges of record systems, countries became aware of the
limitations of national laws and recognized the need for some international
standards. In 1980 the Organization of Economic Cooperation and
Development issued its principles. (See Table 2.1 for the key principles
contained in various codes of information that have been developed in the US
or that have influenced the development of such codes.)
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Table 2.1 Codes of fair information practices

Organization Endorsing Fair Information Principles 
Principles Included

US Department of Health No secret record systems.
Education and Welfare, Availability of information regarding
Secretary’s Advisory Committee collection, storage and uses of
on Automated Personal Data personal information.
Systems, Records, Computers, Consent to uses of information
and the Rights of Citizens for purposes other than that for which 
(Washington, DC: Government it was collected (secondary uses).
Printing Office, 1973) Ability to correct or amend a record.

Organizations ensure the reliability of 
information and prevent misuse.

Privacy Protection Study To minimize intrusiveness (to create a 
Commission (1977) proper balance between what an

individual is expected to divulge to a 
record-keeping organization and what 
he seeks in return). 
To maximize fairness (to open up 
record-keeping operations in ways 
that will minimize the extent to which
recorded information about an
individual is itself a source of
unfairness in any decision about her 
made on the basis of it). 
To create legitimate, enforceable 
expectations of confidentiality (to 
create and define obligations with 
respect to the uses and disclosures that
will be made of recorded information 
about an individual).
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Organization Endorsing Fair Information Principles 
Principles Included

Organization of Economic Collection Limitation
Cooperation and Development Data Quality
(1980) Purpose Specification

Use Limitation 
Security Safeguards 
Openness
Individual Participation 
Accountability

The Information Policy Privacy
Committee of the White House’s Integrity
Information Infrastructure Task Quality
Force (IITF) (1995)

National Telecommunications and Notice
Information Administration and Choice
Office of Management and Data Security
Budget, ‘Elements of Effective Data Integrity
Self Regulation for Protection Access
of Privacy’ (1998) Correction and Amendment

Accountability

National Information Infrastructure 13 principles
Advisory Council (NIIAC) (1995)

Federal Trade Commission (1998) Notice/Awareness
Choice/Consent
Access/Participation
Integrity/Security
Enforcement/Redress

Federal Trade Commission (2000) Notice
Choice
Access
Security



Third Period – Electronic Exchanges of Private and Public Records
In the mid to late 1980s policy interest in the information practices of the
private sector and state agencies was rekindled as the press publicized inci-
dents of privacy invasions. Business Week, for example, had a 1989 cover
story exposing how easy it was to gain access to credit files, including those
of the vice-president (Rothfeder 1989). The City Paper in Washington DC was
informed about the video rental files of a Supreme Court nominee – revealing
the fact that there were no restrictions on release of that information. The
stalking and murder of actress Rebecca Schaeffer in California exposed the
potential abuses with public sector records. And policy interest in health care
reform drew attention to the number of organizations that had ready access to
health care information and the resulting potential for privacy abuses. In each
instance the congressional response was hearings and introduction of new
legislation. In the case of video rentals and DMV information, legislation did
pass although not with the level of protection and regulation that privacy advo-
cates preferred. In the case of credit information and medical information,
legislation did not garner sufficient support during the 1980s but did see action
in the 1990s.

The case of medical privacy is particularly interesting. In August 1996
Congress passed the Health Insurance Portability and Accountability Act
(HIPAA). This Act addressed several concerns especially the rising cost of
health care, the fear many had that they would lose health insurance if they
changed jobs, and the paperwork and administrative burdens of the existing
system. Recognizing that administrative simplification, consolidation and
uniformity of records would also raise concerns about privacy and confidential-
ity, in HIPAA Congress directed the Department of Health and Human Services
to recommend standards to Congress protecting privacy of individually identifi-
able health information and establishing an offense of ‘wrongful disclosure’with
respect to health information. Under HIPAA Congress was required to establish
privacy standards by 1999; if Congress failed to do so by then, HIPAA required
Health and Human Services (HHS) to do so by February 2000.

Although Congress held numerous hearings on medical privacy, members
were not able to agree on legislation, and HHS then released proposed stan-
dards for public comment. These regulations, known as the Privacy Rule,
became final in December 2000 after receipt of over 52,000 public comments.
The complexity of the Privacy Rule generated confusion and HHS ended up
re-opening comment about issues such as the requirement for patient consent,
the cost of implementation, and inadvertent disclosures.

In March 2002, HHS issued modifications of the Privacy Rule, which
permitted incidental disclosures and made pre-treatment consent optional.
These became final in August 2002 after HHS received more than 11,000
comments over a 30-day comment period. Many of these comments, and
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members of Congress, were critical of changes that seemed to favor the health
care industry over individuals (Pollio 2004, Alpert 2003).

A second area for which there were countless policy discussions is that of
financial privacy. Concern about financial privacy had heightened in late 1998
as banks began ‘know your customer’ programs that expanded the amount of
information they held on customers to thwart money laundering. Privacy
advocates and public opinion then put pressure on Congress to respond with
regulations controlling such programs. Somewhat similar to health privacy,
the financial privacy protections that passed Congress in 1999 were part of a
larger policy effort, in this case modernization of the financial services sector.

The financial privacy protections are found in Title V of the Financial
Modernization Act of 1999, commonly referred to as Gramm-Leach-Bliley
(GLB) for its primary cosponsors. From a consumer standpoint the major
‘protection’ afforded by GLB is the requirement for financial institutions to
send notices of their information practices to all customers. These notices have
been roundly criticized for being too legalistic, long, and incomprehensible.
Additionally the ‘opt-out’ provisions in the law are regarded by most privacy
advocates as being too weak (Swire 2002).

By contrast, consider the European Data Protection Directive of 1995,
which harmonized data protection or privacy policies throughout the European
Union (EU). This directive provided for more comprehensive and stronger
protection for privacy than any US legislation. It provoked much discussion
about the discrepancies in the level and scope of privacy protection between
the US and EU (Schwartz and Reidenberg 1996, Swire and Litan 1998, Regan
1993, 1999). There was much discussion in both the US and EU about whether
the US privacy regime could be considered ‘equivalent’ or ‘adequate’ to the
EU’s requirements. The business community was most concerned about this
for fear that there would be serious restrictions on the exchange of personally
identifiable data between the US and EU countries. This is not the place to
review the policy debates on this topic (see Regan 2002) but it is important to
note that debates about privacy issues in the US, particularly financial privacy,
were affected by concerns about the EU directive.

Fourth Period – Online Collection and Exchanges

As the internet began to take off in the early 1990s, concerns about the
privacy in that medium received attention from Congress, executive agen-
cies, advocacy groups and business interests. The focus was on business
collection and exchanges of personal information rather than governmental
activities and the issue was defined primarily as one of protecting
consumers. Protection of privacy was seen as essential in achieving a
climate more conducive for e-commerce. To this end, the Department of
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Commerce and the Federal Trade Commission took the lead in policy formu-
lation concerning online privacy.

The National Information Infrastructure Advisory Council was established
by the Secretary of Commerce to advise him on the development of a National
Information Infrastructure (NII). It included as members the emerging leaders
of online commerce from the telecommunications, broadcast, computer, and
cellular fields. Privacy was one of several issues seen as important to the
development of the NII. At the same time, the Clinton administration also
formed an interdepartmental Information Infrastructure Task Force (IITF)
which had a Privacy Working Group tasked with developing privacy princi-
ples. The Clinton administration supported privacy as a principle but was
reluctant to adopt any policy that might alienate private sector interests. Ira
Magaziner, who served as the White House consultant on e-commerce, and
advisors to Vice President Gore opposed creation of any privacy agency or
statutory enforcement for privacy principles. Instead the administration cham-
pioned ‘self-regulation’.

As policy discussions began, it became clear that more information was
needed about the online privacy practices and the feasibility of self-regulation
in the online environment. The Federal Trade Commission (FTC) took the lead
role in holding workshops on privacy, beginning in 1995 and continuing at
least once a year through 2000, and in 1998 first surveyed a sample of 1400
commercial websites. This survey revealed that more than 85 per cent
collected information from consumers, 14 per cent provided some notice of
their personal information practices, and 2 per cent provided a comprehensive
privacy policy notice.

Recognizing that these results revealed that online privacy was not being
protected and that self-regulation was not working, several large private sector
companies formed the Online Privacy Alliance, drafted privacy guidelines,
and encouraged online posting of such policies. The following year, a
privately funded Web survey, conducted through the Georgetown Business
School, found that 92 per cent of the sites surveyed collected personal infor-
mation – with 66 per cent posing a privacy notice or information practice state-
ment and over 43 per cent posting a privacy policy notice. The FTC concluded
that this was a sufficient increase in the number, if not necessarily the quality,
of website notices to indicate that self-regulation was working and that legis-
lation was not needed. In 2000 a new Web survey was conducted showed that,
although there was an improvement in the number of websites posting some
information about their privacy practices, few websites were not complying
with all the fair information practices. They were not disclosing third-party
cookies, nor were they independently verifying enforcement of their policies.
In May 2000, by a 3–2 vote, the FTC concluded that industry self-regulation
was not effective and that legislation to protect online privacy was necessary.
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The FTC, acting under its authority to counter ‘unfair trade practices’, also
brought several actions against deceptive online information practices. There
were two key cases, one in 1998 against GeoCities and one in 1999 against
Liberty Financial Companies.

Both involved websites’ misrepresenting the purposes for which they were
collecting personal information and their practices in using such information.
The FTC brought actions against several online endeavors that resulted in
settlements. These included suits against ReverseAuction.com for harvesting
personal information from eBay and sending deceptive emails to eBay
customers and another against a number of online pharmacies for collecting
medical and financial data under false privacy assurances. The FTC also
settled with Toysmart.com over its planned sale of its customer lists in viola-
tion of its stated online privacy policy.

In response to the administrative and FTC activities and to perceived public
concern, a number of bills to protect online privacy have been introduced in
Congress since 1996. The only online privacy issue to receive quick action
was congressional passage of the Children’s Online Privacy Protection Act of
1998 (COPPA). Bipartisan sponsorship, overwhelming public support and
favorable media attention, coupled with weak arguments from the industry,
ensured COPPA’s enactment. In June 1998, the FTC issued a report finding
that 89 per cent of children’s websites collected personal information from
children and fewer than 10 per cent provided any parental control over that
collection (FTC 1998). Within the privacy and consumer communities, these
findings were widely seen as ‘irrefutable evidence’ that self-regulation was not
working and that ‘swift government action’ was necessary (CME 1998).
Congress did act swiftly, passing COPPA in October 1998. COPPA tasked the
FTC with writing implementing rules; proposed rules were issued in April
1999; public hearings held in July 1999; and the final rules issued in
November 1999, going into effect in April 2000.

Fifth Period – Post 9/11

Following 9/11, discussions about information privacy in the United States
have taken on a different character. Security worries trumped privacy concerns.
The USA PATRIOT Act of 2001 (Uniting and Strengthening America by
Providing Appropriate Tools Required to Intercept and Obstruct Terrorism)
provides the widest array of new information sharing programs. But there are
additional statutes, executive orders, and agency activities that similarly expand
information collection and sharing. Almost all of these programs were enacted
in haste and fear, without public debate and deliberation, and with the support
of private sector firms which marketed sophisticated information sharing and
data mining programs. The 342-page USA PATRIOT Act passed Congress 45
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days after the terrorist attacks on the World Trade Center and the Pentagon,
and while the Hart Senate Office Building was closed due to anthrax. The
Senate vote was 98–1 and the House vote 357–66.

The USA PATRIOT Act facilitates access to personal information,
increases personal data collection, and reduces due process and privacy
protections for record subjects. It amends virtually every information privacy
statute including the Family Educational Rights and Privacy Act, the Fair
Credit Reporting Act, the Financial Right to Privacy Act, the Electronic
Communications Privacy Act, the Cable Communications Policy Act, and
GLB (Lee 2003, Lilly 2003, Martin 2003, Regan 2004). Specifically,

• Section 507 amends the Family Education Rights and Privacy Act to
require educational institutions to disclose student records when law
enforcement authorities certify that they may be relevant to a terrorism
investigation;

• Section 505 amends the Fair Credit Reporting Act, the Financial Right
to Privacy Act, and the Electronic Communications Privacy Act to
permit government access to personal information when an FBI agent
certifies that the records are relevant to a terrorist investigation.

• the USA PATRIOT Act amends the Foreign Intelligence Surveillance
Act (FISA) to authorize CIA collection and use of domestic intelligence
information;

• Section 358 amends the Right to Financial Privacy Act of 1978 to
permit banks to disclose banking records to law enforcement authorities
for analysis of intelligence activities;

• Section 215 amends the Electronic Communications Privacy Act of
1986 to expand the types of ISP subscriber records that law enforcement
can access with an administrative subpoena;

• Section 211 reduces the privacy protections of the Cable
Communications Policy Act regarding release of the customer records
of cable companies;

• Section 203 amends Rule 6 of the Federal Rules of Criminal Procedure
to allow the disclosure of grand jury information containing foreign
intelligence information to federal authorities;

• Section 314 notes that the new requirements for sharing of information
do not constitute a violation of the privacy protections of the Gramm-
Leach-Bliley Act; and

• Section 405 requires the Justice Department to examine the feasibility
of ‘biometric identification systems’ at Customs.

Among the most controversial of the provisions from a public opinion
perspective are those affecting libraries. Patron library records, which were
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formerly accessible only with a subpoena issued if there were probable cause
and stating the specific object of the search, may now be accessed with a
search warrant issued without requiring specificity or probable cause if foreign
intelligence or terrorism is a ‘significant purpose’ of the search (Martin 2003).
Additionally librarians are prohibited from disclosing to the public or the
patron that such a search has occurred. Librarians do not have discretion in the
decision to disclose records. But they do have discretion in their creation and
maintenance of records and some libraries have reportedly stopped keeping
certain records to avoid law enforcement inquiries (Pike 2002).

It is unclear how often libraries have been asked to disclose information. In
a response to questions from the House Judiciary Committee, the Justice
Department responded: ‘The number of times the Government has requested
or the Court has approved requests under this section [Section 215] since
passage of the PATRIOT Act is classified and will be provided in an appropri-
ate channel’ (Doyle 2003). The American Library Association in its Guidelines
for Librarians on the USA PATRIOT Act suggests that libraries review policies
regarding retention and access to data, logs, and records with respect to when
to discard or save (ALA 2002). The library community also supports a number
of legislative proposals to amend the PATRIOT Act.

When Congress passed the PATRIOT Act, it provided that several of the
more controversial data gathering and surveillance provisions would sunset, or
expire, on 31 December 2005. Included among these was Section 215.
Congressional debates to reauthorize the PATRIOT Act were spirited and
raised a great deal of public interest. Indeed it had to be extended for two five-
week periods while congressional negotiators worked out a compromise. In
the end, the president signed the USA PATRIOT Improvement and
Reauthorization Act of 2005 (PL 107-56) on 9 March 2006, with relatively
modest but important civil liberties provisions. The revised Act provided for a
four-year, rather than seven-year, extension of the revised Section 215. The
new provisions include greater congressional oversight, procedural protec-
tions such as minimization on data collection and dissemination, a more
detailed application for a 215 order, limitations on the non disclosure require-
ments, and a process for judicial review. The Reauthorization Act also
provides more procedural protections on national security letters, which are a
form of administrative subpoena not needing judicial approval issued by the
FBI in cases where the FBI believes a subject to be a foreign spy, and speci-
fies that they are not applicable to libraries unless they have established them-
selves as an internet service provider (Yeh and Doyle 2006).

Another continuing area of controversy involves airline passenger data.
Due to the fact that the 9/11 terrorists used airplanes as their weapons, much
subsequent attention has focused on identifying and apprehending potential
terrorists before they get on an airplane. To that end the Department of
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Transportation and the Department of Homeland Security, especially through
the Transportation Security Administration (TSA), have initiated several
passenger screening systems. The proposed TSA-operated CAPPS II
(Computer-Assisted Passenger Prescreening System) would replace the exist-
ing system that operates on airlines’ reservation systems. The new system
would access more diverse data and perform more sophisticated analyses
(GAO 2004). To support the development of CAPPS II, TSA in January 2003
issued a Privacy Act notice proposing a new system of records, ‘Passenger and
Aviation Security Screening Records’.

In response, TSA received over 200 comments overwhelmingly critical of
the proposed system for being too broad and overly invasive of passengers’
privacy. TSA modified these plans and announced its intention to begin
limited developmental testing in July 2003 (USDHS TSA 2003). But such test-
ing was delayed due to public and airline concerns about privacy and opposi-
tion to the system from other countries, especially those of the European
Union (USDHS PO 2004). In February 2004 the General Accounting Office
(GAO) issued a report criticizing TSA and CAPPS II for not addressing key
implementation issues including accuracy of the data, unauthorized access
prevention, and privacy concerns (GAO 2004).

The record disclosures and search provisions provided for in the USA
PATRIOT Act essentially alter the maze of private sector and government
record keeping. Formerly both law and practice created distinct sets of
records, a ‘stovepipe’ approach to record management in which separate
record systems were maintained in independent silos. This fragmentation
provided its own benefits in terms of privacy protection and made it difficult
though by no means impossible, to create dossiers linking all aspects of a
person’s life. The changes wrought by the PATRIOT Act represent a funda-
mental shift by overtly designing, and providing operating guidelines for, a
surveillance system, which enables connections among and searching capabil-
ities for separate systems, rather than a record management system, which is
concerned with the internal efficiency of a single record system.

This emphasis on integrated systems designed to track people’s movements
and activities is echoed in proposals for new systems. Among the many exam-
ples is the US-VISIT (United States Visitor and Immigrant Status Indicator
Technology) which will be ‘a dynamic interoperable system involving numer-
ous stakeholders across the government’, which derives ‘its capability from
the integration and modification of existing systems’ and ‘will collect and
retain biographic, travel, and biometric (i.e., photograph and fingerprints)
pertaining to visitors’ (USDHS 2003). Another example is MATRIX
(Multistate Anti-Terrorism Information Exchange) program, funded largely by
the Department of Homeland Security, created by Seisint Inc. of Florida and
managed by a small consortium of states. This data mining system is fed
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personal information from a range of public and private databases in the
attempt to identify potential terrorists (ACLU 2004).

Concomitant of this surveillance approach is a likely information overload.
The PATRIOT Act gives both law enforcement and intelligence arms of the
government authority to collect more information – and collect it they will.
But as Dempsey points out, ‘investigative and intelligence agencies were
already choking on more information than they could digest’ and ‘the
expanded surveillance powers are likely to make counterterrorism efforts
more inefficient’ (Dempsey 2002). This sentiment is echoed by those who are
confronted with implementing the new requirements. Berlau notes that with
surveillance programs like FinCEN ‘experience suggests that piling up more
data could make it harder to zero in on terrorists’ and that prior to 11
September ‘analysts were trying to find a needle in a very large haystack of
data created by laws’ like the Bank Security Act (Berlau 2003).

PUBLIC OPINION

Over the last 40 years, Americans registered consistently high levels of
concern over privacy. But the concern has largely been latent rather than
aggressive. Privacy appears to be one of those low level concerns that do not
mobilize people to anger or action.

In discussing public opinion surveys, four cautions are in order. First, many
of these public opinion polls have been sponsored by private sector companies
and, although conducted by reputable polling firms, the question wording and
order may have been affected by the sponsors (Gandy 2003). Second, those
who are most concerned about privacy may not be willing to respond to public
opinion polls, viewing them as yet another intrusion on their privacy (Gandy
1993, Katz and Tassone 1990). Third, surveys that ask only about privacy may
exaggerate respondents’ concern about privacy and in some ways may be
tapping a ‘non-attitude’ for which respondents do not have genuine views
(Regan 1995). Finally, the meaning of privacy that people are thinking about
when they respond is not obvious and respondents may be considering differ-
ent aspects of privacy in their responses (Cantril and Cantril 1994).

From the 1970s to 1993, general concerns about threats to personal privacy
increased. In several Harris surveys, the following question was posed: How
concerned are you about threats to your personal privacy in America today?
The percentage of those who viewed themselves as very or somewhat
concerned about privacy increased from 64 per cent in 1978, to 77 per cent in
1983, and to 79 per cent in 1990. Over 70 per cent of respondents from
1990–93 agreed that ‘consumers have lost all control over how personal infor-
mation about them is circulated and used by companies’. Part of this sense of
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loss of control comes from the perception that information is being used and
exchanged in ways that individuals do not know. In 1978, 76 per cent agreed
that ‘Americans begin surrendering their personal privacy the day they open
their first charge account, take out a loan, buy something on an installment
plan, or apply for a credit card’. Over time increasing numbers of Americans
say they believe that personal information about them is being kept in ‘some
files, somewhere for purposes not known’ to them, with 44 per cent believing
this in 1974 and 67 per cent in 1983.

More recently, public opinion surveys continue to indicate that over 80 per
cent of respondents are concerned about threats to their privacy online.
Although only 6 per cent of internet users reported that they were victims of
an online privacy invasion, a 1998 Privacy and American Business survey
revealed that almost three-quarters of internet users regard fairly typical online
privacy issues as very serious (see Table 2.2). Industry-sponsored research
confirms these findings. At the same time that large numbers of people express
concern about online privacy invasions, people do reveal information online
and are most comfortable doing so when they are told about the uses of that
information. Surveys also reveal that people differentiate among the kinds of
information that websites request. An AT&T survey, conducted in November
1998, asked internet users about how comfortable they generally feel provid-
ing specific types of information to websites: 82 per cent were comfortable
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Table 2.2 Seriousness of online privacy invasions

Internet Privacy Issues Per cent Regarding as ‘Very 
Serious’

Collecting personal information about 85%
children without parental consent
Tracking what websites people visit and 72%
using that information improperly
Putting personally-identifiable public 72%
record information about individuals
on the internet
Reading email that is not addressed to them 71%
Collecting email addresses of website 70%
visitors without their knowledge or
consent to compile email marketing lists
Receiving unsolicited email (spam) 48%

Source: Louis Harris and Associate, Inc. and Alan F. Westin, E-Commerce and Privacy: What
Net Users Want (Sponsored by Privacy and American Business and Price Waterhouse, Inc., June
1998)



revealing their favorite TV show; 76 per cent were comfortable revealing their
email addresses; 54 per cent were comfortable revealing their name; 44 per cent
their postal address; 17 per cent their income; 11 per cent their phone number;
and 3 per cent their credit card number (Cranor et al 1999, 9). Information
about how personal data will be used is also important to people in making
revelations in exchange for survey ‘freebies’ – such as free email, discounts,
sweepstakes, and notices of how the information will be used. A 1999 Privacy
and American Business survey found that, depending on the circumstances,
about 75 per cent of respondents believed that it was fair to require disclosure
of personal information in exchange for a benefit if a website offered a ‘valu-
able benefit’ and ‘fully’ informed individuals about what would be done with
personal information (Opinion Research Corporation 1999).

However nebulous this public opinion may be, the latent concern for
privacy can be inflamed by media reports about privacy invasions or by policy
entrepreneurs who champion privacy issues, as has been demonstrated at
numerous points. Images of 1984 and concerns about the ‘computerized man’
were critically important in getting the issue of privacy onto the public agenda
in the 1960s. Popular writers, such as Myron Brenton (1964) Vance Packard
(1964), Edward Long (1967) and Jerry Rosenberg (1969), brought these
concerns to the public’s attention and congressional hearings that adopted
these images kept the public focused. Although the public attention was
initially not sufficient to lead to legislation, these earlier images were quickly
linked with the abuses of Watergate to effect legislative action in 1994. And
most analysts do credit Watergate as being pivotal in the passage of the
Privacy Act of 1974.

Throughout the history of privacy legislation critical events, highlighted by
press attention, have served to focus public and congressional attention on
privacy issues and serious policy formulation and adoption. Examples abound.
Attempts in the early 1990s to strengthen the 1970 Fair Credit Reporting Act
can be attributed to a 1989 Business Week cover story for which a reporter
easily gained access to the credit history of the vice-president. The adoption of
the 1988 Video Privacy Protection Act followed a Washington DC paper’s
publication of a list of the videotapes rented by Robert Bork, then a nominee
for the Supreme Court. Press coverage of the California actress’s stalking and
murder by a man who obtained her home address from the Department of
Motor Vehicles was pivotal in passage of the Driver’s Privacy Protection Act
of 1994. Passage of the privacy protections in GLB was similarly affected by
concerns about identity theft, brought home to members of Congress by
Representative Anna Eshoo who herself was a victim, and telemarketing
excesses, voiced by Representative Joseph Barton’s complaints about receiv-
ing a Victoria’s Secret catalogue with an address supplied by his credit card
company (Swire 2002, 27).
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Such stories provided the personal, human connection that made for good
press coverage, heightened public concern, and gave members concrete
reasons to vote for privacy protections. And press reports of online privacy
issues have also fueled support for privacy protections in that environment.
This was dramatically illustrated when a failing dot.com, Toysmart, placed a
‘for sale’ ad in the Wall Street Journal listing as assets its databases and
customer lists, despite the fact that its privacy notice stated that personal infor-
mation ‘is never shared with a third party’ (Sandoval 2000).

Several instances have goaded grassroots action in response to privacy
threats. For instance, in 1990 Lotus and Equifax developed Lotus
MarketPlace: Households, a CD-ROM and software product containing
personally identifiable information about 120 million people and 80 million
households in the United States – including name, address, estimated house-
hold income, lifestyle, and shopping habits – that was designed to help small
businesses in marketing their products. A slew of phone calls, letters, and
emails to Lotus’s CEO criticizing the privacy implications caused Lotus to
cancel the product (Gurak 1997).

Similar online protests occurred in 1999 when Intel announced its Pentium
III processor containing a Personal Serial Number (PSN), which could function
as a unique identifier. Several privacy advocacy groups, including EPIC,
Junkbusters and Privacy International, initiated a boycott and posted information
on their websites. This generated media attention and provided people with
information to contact Intel directly. In response, Intel made two modifications.

In 1999 DoubleClick, a major online advertising company, announced that
it planned to combine its online customer profiles with personally identifiable
information from the Abacus direct database. A barrage of negative publicity
and complaints to the FTC resulted. The Center for Democracy and
Technology (CDT) offered its website as a place to ‘opt-out’ of DoubleClick’s
tracking, to send a message to its CEO, and to send messages to companies
using its services. In less than 72 hours, 13,000 people opted-out, 6000 sent
messages to the CEO, and over 4400 sent messages to affiliates (Mulligan
2000). A Wall Street Journal article compared the public reaction to the
DoubleClick/Abacus proposal to that of the ‘colonials to the Stamp Act’
(Bushkin 2000).

NATIONAL CULTURE AND TRADITIONS

As I have argued elsewhere (Regan 1995), the formulation of privacy policy
in the United States has been profoundly shaped by its liberal traditions
emphasizing individual rights and a limited role for government. John Stuart
Mill informed American policy discourse, not Michel Foucault. This has
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meant first that the emphasis has been on achieving the goals of protecting the
privacy of individuals rather than curtailing the surveillance activities of orga-
nizations or of the state. Although surveillance has been an important, and
recurring, theme in the literature on privacy (Rule 1973, Burnham 1983)
policy concern has been directed at the effect of surveillance on individual
privacy, not on society in general. This emphasis on privacy and individual
rights has made for good political rhetoric and helped to capture the attention
of the public and policymakers. But it has not provided a sound basis upon
which to formulate public policy. Time and time again, privacy issues appear
on the public and congressional agenda. But only rarely does privacy legisla-
tion pass.

And the legislation that does pass is responsive to a rather limited concern.
In comparison to legislation in many other countries, the US response has been
a patchwork of protections (Bennett 1992, Flaherty 1989). American policy-
makers have eschewed an omnibus approach to privacy problems, favoring
instead a preference for sectoral policies and incremental change. In each
instance proponents have to have compelling arguments in order to convince
policymakers that legislation is necessary. The natural inclination of policy-
makers is to avoid regulation and state action. Proposals to establish some
form of privacy agency, either of a regulatory or advisory nature, have been
roundly defeated time and time again.

Instead, suggestions of ‘self-regulation’ from opponents of legislation
resonate quite successfully. This can be seen most clearly in the case of
proposals to legislate to protect privacy online. The theory of self-regulation
as applied to privacy issues is that if privacy is important to consumers, then
online organizations will respond to the perceived consumer demand and will
provide privacy protection. The market will respond and outside regulation
will not be necessary.

The counter-argument, in part, is that the information world does not repre-
sent a perfect market and that market failures, in particular asymmetries, need
to be corrected. Advocates of self-regulation recognize the legitimacy of some
of these concerns but respond that the online marketplace is still evolving and
that the threat of government regulation, largely provided through media and
public interest oversight, will provide additional incentives for effective self-
regulation. As demonstrated by the lack of legislation and weakness of FTC
responses, concerns about stifling market and technological innovations have
trumped concerns about the commodification and misuse of personal infor-
mation in the online environment.

Two other cultural or traditional aspects of privacy policy require mention.
The first is that action on privacy issues occurs when the middle class becomes
concerned. This is first illustrated by the passage of the Fair Credit Reporting
Act in 1970, which is sometimes defined as the first ‘privacy’ legislation
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(despite the fact that the concern was not motivated by privacy and the legisla-
tive scheme does not fully embrace the code of fair information principles).
The middle class, which was seeking credit for a range of purposes, became
concerned about the information upon which decisions would be made and
concerned about who would have access to that information. The credit card
industry, which wanted to expand its customer base, acquiesced to legislative
requirements. This pattern continues for all subsequent privacy issues. It is not
sufficient that policy elites and privacy advocates support legislation. Such
legislation also needs broad based public support. As I have noted, such
support is often garnered as a result of human interest stories in the media.
Current public anxieties over identity theft fit the pattern discussed here.

The second cultural aspect is the American distrustful attitude toward
government and generally more trustful attitude toward the private sector.
Traditionally, and as certainly occurred during debates on the appropriate scope
of the Privacy Act in 1974, Americans feared the ‘big brother’ Orwellian
features of government computer systems. The fact that government compelled
the collection of certain information, especially financial information for tax
purposes, added to the fear that government might use information in ways that
people did not realize. Similar private sector collection of information appeared
less threatening because people believed they had some choices as to what
they would disclose (keeping money under the mattress rather than banking it)
and that the private sector was fragmented in its information collection. This
cultural aspect began to be less compelling in the late 1980s and 1990s as
people recognized the vast and myriad exchanges of information that were
occurring between the public and private sector, and within the private sector.
At least until 9/11, the ‘baby brothers’ are perceived as being equally power-
ful and threatening as ‘big brother’.

WINNERS AND LOSERS

There is something of a ‘David and Goliath’ character to the privacy policy
landscape in the Unites States. In almost all instances, privacy advocates are
challenging large organizations. Generally, privacy advocates do not win. But
sometimes they do. When they win, several factors appear important.

First, privacy advocates may align themselves with other groups which for
independent reasons support privacy legislation. Politics does make for
strange bedfellows and one-time coalitions can be quite effective in achieving
passage of legislation. For example, passage of the Electronic
Communications Privacy Act depended on a coalition of privacy advocates
and new industry entrants who realized that consumers would not use their
new systems unless industry could ensure a certain level of privacy.
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Second, trade-offs may be possible where a group realizes that it needs to
compromise in order to achieve goals. For example, the financial industries
knew that in order to achieve their goal of modernization and consolidation
they would need to accept some restrictions on their personal information
practices and provide some rights to individuals – leading to the passage of
GLB.

Third, privacy advocates may align themselves with broad based public
interest groups leading to more long-term coalitions and working relation-
ships. This was particularly true in passage of the Children’s Online Privacy
Protection Act where privacy advocates worked with media and consumer
groups. Groups with broad ‘good government’ interests, such as the Free
Congress Foundation and Public Interest Research Group, have been part of
the alliances advocating more protection for online privacy. Privacy advocates
are increasingly seen as mainstream with an issue of increasing public appeal
rather than as fringe groups with a narrow perspective. This, however, may
come at some cost to the privacy community as groups such as EPIC and CDT
differ at times on questions of strategy and tactics.

Fourth, the ‘big guys’ are not always unified in their position. In the area of
online privacy, for example, the big guys are not all big. Industry leaders have
been very attentive to privacy concerns and have tried repeatedly to respond
to those concerns in a way that best suits their interests, that is to champion
‘self-regulation’ and to engage in activities that represent self-regulation, such
as the formation of the Online Privacy Alliance in 1998. However, if the ‘bad
guys’ among these big guys do not follow the industry leaders then the mis-
steps of the bad guys will hurt the industry leaders as well.

Fifth, a policy entrepreneur on the inside of the political system appears to
be a necessary ingredient for legislative action. In the late 1960s and early
1970s, Senator Sam Ervin played a pivotal role in keeping the issue of infor-
mation privacy on the congressional agenda and in securing passage of the
Privacy Act of 1974. Given the number of initiatives and forums, leadership is
necessary to overcome inertia and the tendency to wait on the actions of
others. In Congress, Senator Leahy and Representative Markey have both
been long-time champions of privacy generally and online.

INFORMATION FLOWS AND CONSTRAINTS: SUCCESS
AND FAILURE

Even where privacy protections have been legislated, there is little evidence
that they have worked to the advantage of individuals. In most instances, the
costs associated with protecting privacy are shifted to the individual in terms
of time to monitor privacy notices and practices and time and often money to
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pursue redress of grievances, which rarely benefit the consumer in a mean-
ingful way. Additionally where legislation requires organizations to behave in
certain ways, for example provide notices, organizations have often done so in
a manner that is indecipherable to or burdensome for the individual. This is
especially true with the way the financial industry has implemented GLB and
the health care industry has implemented HIPAA.

In early 1999, Scott McNealy, the Chief Executive Officer of Sun
MicroSystems, stated that : ‘Privacy is dead. Get over it.’ Despite being widely
quoted and with some reported despair, privacy concerns are not dead politi-
cal issues. The public remains concerned about many uses of personal infor-
mation and, as has been true throughout the last 40 years, can be energized to
take action. A recent example of this is with the enormous public participation
in the Federal Trade Commission’s ‘do not call’ list which restricts telemar-
keters’ use of phone numbers on that list.

PROSPECTS FOR THE FUTURE

At the current time, the primary issue for the future is likely to be the balance
between security and privacy that has been renegotiated in the USA PATRIOT
Act and its reauthorization. Related to this is the debate about about a National
ID system and proposals to standardize drivers’ licenses for national identifi-
cation purposes. Since 9/11 there have been several proposals for the creation
of a national identification system, most notably that of Larry Ellison, the head
of Oracle Corporation, who immediately after 9/11 offered to donate the tech-
nology for such a system. On Memorial Day in 2004 The New York Times
editorialized in support of a ‘serious discussion of how to create a workable
national identification system without infringing on the constitutional rights of
Americans’ (NYT Editorial Board 2004). The Times took note, as others have
before (EPIC 2002), of the inappropriateness of the driver’s license as a de
facto national ID. The American Association of Motor Vehicle Administrators
convened a Special Task Force on Identification Security which recommended
that Congress require states to standardize driver’s licenses in terms of eligi-
bility, proof of identity, license content, and document security. Such a
proposal was introduced in Congress as the Driver’s License Modernization
Act of 2002 (HR 4633).

Proposals that look anything like a national ID card have been broadly and
consistently rejected. National ID cards are generally seen as ‘solutions in
search of a problem’ (EFF 2002). Suggestions to use the SSN as a national ID
were rejected in the early 1970s by the Nixon and Ford administrations, again
in the late 1970s by the Carter administration, and yet again in the early 1980s
by the Reagan administration. The Clinton administration’s health care reform

78 Global privacy protection



revisited and again rejected the idea of anything that might be seen as a
national ID card. In each of these cases opposition to a national ID card came
from liberals, who are concerned primarily about the civil liberties implica-
tions, and conservatives, who view the cards as representing big government.
And in each of these cases debate centered on whether the card addressed an
actual problem and was a solution to that problem, whether it was cost effec-
tive, whether it could be protected against abuse, and whether its use would
creep into other, unsuitable, areas.

And so the idea for a national ID card has been resurrected in the wake of
9/11. This time the debate is beginning with a more sophisticated understand-
ing of the complexity of what an ID card would entail. The focus is less on the
‘card’ aspect and more on the ‘system’ aspect. A committee of the National
Research Council issued a short report on some of the policy, procedural and
technological questions that should be carefully addressed in even thinking
about designing and implementing nationwide identity systems. The title of
that report, IDs – Not That Easy, captures the committee’s sentiment that
‘more analysis is needed . . . [beginning with] a clear articulation of the
system’s goals and requirements’ (National Research Council 2002, 46). The
more recent proposals for a national ID card also tend to include a requirement
for some ‘biometric’ identifier generating additional policy and value issues,
as well as technical questions about whether such identifiers are unique for
such a large population (Waymann 1997).

The idea of a national ID card and system is likely to receive more policy
attention over the next several years. Airlines are considering a version of a
frequent-flier security pass so that frequent fliers could go through a rigorous
security pre-screening process and obtain a card to reflect that which would
then speed them through security lines. Such a proposal for a voluntary,
biometric-based ID card called the V-ID, has recently been advocated by Steve
Brill, the founder of the American Lawyer and Court TV, in partnership with
ChoicePoint, TransCore, and Civitas Group (Cotts 2003). In addition to vari-
ous questions of design and effectiveness, as The New York Times editorial-
ized, such a card would create ‘a two-tiered security world where the haves zip
through lines and have-nots wait endlessly and endure personal searches’
(NYT Editorial Board 2004, A16).

In testimony before Congress on the proposal for a tamper-proof Social
Security card that looked like a national ID card, an economist at the CATO
Institute noted ‘bad ideas never die in Washington; they wait for another
day’(Moore 1997). The debate over information privacy in the United States
has by no means been brought to a close. Good ideas and bad ideas will
continue to be presented, and incremental change will continue most likely to
chip away at privacy, but not kill it.
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3. Germany

Wolfgang Kilian

For post-war Germans, sensitivity to the need to protect personal information
came easily. Recent historical experience of totalitarian government combined
with long-standing intellectual and cultural themes made Germany one of the
first countries in the world to adopt privacy protection codes. To this day,
concern over treatment of personal information remains acute among
Germans. The growing familiarity with information technology among the
German population facilitates the understanding of the concept among citizens
and consumers. Public awareness of the data protection issue is high.

Early evidence of these sensitivities came in the unexpectedly indignant
public response to the planned census of 1983. Under a new federal statute
(Census Act of 1983), every family was to respond to an extensive question-
naire requiring personal data on matters ranging from living conditions to
education to leisure activities. Data so provided were to be used both for
government planning and for population registers used by local government
administrators.

As it turned out, these demands on Germans’ privacy triggered stiff resis-
tance – from left-wing activists, consumer protection groups, civil libertarians
and others. Many called for civil disobedience; media coverage was intense.

In a nearly unprecedented action, privacy advocates filed a complaint with
the Federal Supreme Constitutional Court, demanding suspension of the
Census plans. To widespread surprise, they won. The Court declared the
Census statute partially unconstitutional (BVerfGE 65, 1 – Census Case). The
immediate result was to reduce some 40 million questionnaire forms to a heap
of worthless waste paper.

The Court based its findings on a novel interpretation of two guarantees in
the German constitution – the ‘right to free development of one’s personality’
(Article 2, paragraph 1), and the ‘right to human dignity’ (Article 1, paragraph
1). The Court accepted arguments by two law professors1 on behalf of the
activists that these constitutional rights must include what they termed a right
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to ‘informational self-determination’ (‘informationelles Selbstbestimmungs-
recht’) – a doctrine the appellants held central to a free society. In this view,
everyone should be able to know what other people or institutions know about
him or her, and should be permitted to control the flow of his or her personal
information. No one should be deterred from exercising basic freedoms by
fear of having personal data stored in public databases.

Because even seemingly trivial forms of personal data can be combined in
ways that are troublesome for the individual, the reasoning in the Census case
yielded some important repercussions in privacy law and policy. A mechanism
for guaranteeing the right to individual self-determination emerged involving
several legal principles: every use of personal data intrudes upon personal
freedom and therefore requires legal justification. Such justification of the
processing of personal data must be obtained only with respect to a certain
purpose and either from statutory law or from the individual’s informed
consent.

This corresponds to earlier rulings of the Federal Civil Court on the unau-
thorized disclosure of private photos, letters, or documents (BGHZ 30, 7
(Caterina Valente); BGHZ 50, 133 (Mephisto); BGHZ 131, 332 (Caroline v
Monaco II); BGHZ 143, 214 (Marlene Dietrich)).

The Court also introduced some additional side aspects: a digital profile
resulting from the combination of data on one’s behaviour, relations, living
conditions, financial status and similar characteristics would mirror a person’s
total personality and would therefore conflict with the right to individual self-
determination. No objection was made where personal data are anonymized,
if they bear a low probability for being re-personalized. For all kinds of
personal data, technical measures should be introduced in order to prevent
misuse.

The significance of this decision was far-reaching. The Constitutional Court
essentially affirmed people’s right to control use of information about them-
selves unless compelling general interests require legislation to limit a state’s
prerogative of limiting such freedom by laws. All in all, the case was a major
victory for civil libertarians. In the following years, this decision formed the
context for all sorts of personal data use by federal and state government agen-
cies – including those engaged in health care, policing, education and research.

Even intelligence services were bound, for the first time, to observe these
rules. True, subjects of police or intelligence files were not permitted access to
‘their’ data in these cases. But the holders of such information were subject to
systematic external monitoring by parliamentary commissions and personal
data protection commissioners.

To date, the Census case remains the most important legal precedent in
German privacy protection law. It is widely cited in other court decisions as well
as in privacy protection literature more generally. Its logic had considerable
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influence on the framing of the European Directive on Privacy of 1996, which
now forms the basis for privacy codes throughout the European Union.

DIMENSIONS OF GERMAN PERSONAL DATA SYSTEMS

As in other prosperous countries, both state and private organizations in
Germany maintain a vast variety of data systems on private persons.

In the public sector, the biggest system is that maintained by the Deutsche
Rentenversicherung,2 the state social security administration. This association
of pension schemes maintains files on some 51 million persons (2003), each
record containing data on contributions throughout the person’s working life
and on pension schemes. These data are subject to detailed regulations aimed
at protecting people’s rights over data on themselves.

In the private sector, the biggest system is that maintained by the
‘SCHUFA’, holding data on some 63 million consumers (2005). Owners of
this system are the country’s banks, credit institutions, retail traders and other
service providers. In 2005, the SCHUFA sold some 1,069,000 credit reports;
about 53 per cent of these included credit scores. As in the United States and
other countries where credit reporting flourishes, these reporting activities
serve to identify consumers whose habits make them bad credit risks for the
participating businesses.

Another major private-sector data-base is that maintained by ‘Payback’,3 a
marketing company. Payback collects data on German consumers’ spending
habits, organizes rewards in the form of discounts to customers and provides
consumer relations data to the cooperating big enterprises. Five hundred
million transactions per year have been documented.

Both Schufa and Payback require consumers’ formal consent in order to
store their data. But it is not clear whether the structures, purposes and kind of
exploitations of personal data in these systems are transparent to the
consumers. Some elements of both systems may actually be unlawful (LG
München 1.2.2001 12 0 13009/00; Weichert 2000).

German law requires that both major enterprises and state agencies appoint
privacy officers responsible for the safekeeping of personal data held by them.
Groups of companies often name a ‘Konzerndatenschutzbeauftragten’, or group
privacy commissioner, who is responsible for co-ordinating privacy policy for
the group worldwide. These responsibilities extend activities to enterprises
having their place of business in countries without privacy codes of their own.
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The nation’s highest privacy protection officer is the Federal Data
Protection Commissioner, a high-level civil servant. He is elected by the
Federal Parliament by a two-thirds majority decision and is therefore inde-
pendent in privacy matters. His annual reports to the Federal Parliament
(Deutscher Bundestag) always gain special consideration in press and on TV.
The same is true for the 16 data protection commissioners at state (Land) level.
Their reports describe cases, conflicts and solutions and give recommenda-
tions – thus creating public awareness. A famous example was the German
Railcard Case in which the State’s and Federal Data Protection
Commissioners went public and achieved transparent procedures for obtaining
the consent of customers for the processing of their data.

HISTORICAL DEVELOPMENT

The idea of creating a special data protection law in Germany (and in the world)
was born in the State of Hessen in 1970 (Hessisches Datenschutzgesetz). The
first Data Protection Act of the world was put into force on 30 September 1970
(Gesetz- und Verordnungsblatt für das Land Hessen; Osswald 1970; Birkelbach
1974). The purpose was to protect all digitized material of public agencies
within their responsibilities against disclosure, misuse, alteration or deletion by
civil servants. The aim was not to set special terms for the obtaining and storage
of personal data. However, if personal data became part of an official document,
they had to be accurate; if not, the data-subject was granted the right to rectifi-
cation. A key innovation was to create an independent institution named data
protection officer (Datenschutzbeauftragter) whose responsibility was to uphold
the confidential handling of citizens’ data. This independent institution later
became a success story and remains an integral part of the European data protec-
tion legislation today.

On national level, the first bill for a Data Protection Act in Germany was
launched in 1972 (Bundestags-Drucksache VI/2885; Bundestags-Drucksache
VII/1027). The bill was made the subject of a scientific conference in 1972 with
support of the Deutsche Forschungsgemeinschaft (German Research Council)
(Kilian/Lenk/Steinmüller 1973). It took until 1977 for the first national Data
Protection Act in Germany to come into force, four years after the respective
Swedish Act (Datalag, SFS 1973, 289). By 2005, at least 50 states in the world
had enacted data protection legislation (Privacy International 2004). Some inter-
national agreements came into existence (Council of Europe 1985). Data protec-
tion turned out to become a worldwide phenomenon.

*
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Data protection in Germany has philosophical, political and legal roots.
Sensitivity to human rights in personal information has a long pedigree in
the German philosophical tradition. Immanuel Kant (1724–1804) and his
successor Johann Gottlieb Fichte (1762–1814) developed a theory of indi-
vidualism: Human beings own an individual ‘autonomy of will’ (Kant 1903,
433).That ‘will’ ought to be ‘reasonable’, which requires indispensable
regard to the dignity of man without pursuing certain purposes or advantages
(Kant 1903, 439). Only deliberate human acts, which are based on freedom
to express an autonomous will (Kant 1903, 448), are permitted, otherwise
they are prohibited (Kant 1903, 439). This concept has persistently influ-
enced the structure of the German civil law system in the nineteenth and
twentieth centuries up to the right to ‘individual self-determination’ relating
to personal data.

In the early twentieth century – in the period long before the computer
became a tool for processing personal data – police and other state agencies
collected person related data of trade unionists, social democrats, homosex-
uals, disgraced scientists, Jews, gipsies, disabled persons, or other politically
suspected persons. Those data, documented in manual files or paper
registries, often led to prosecution, dismissals or the destruction of careers.
As the world knows, the consequences of such destructive record-keeping
could include death. Particularly during the National Socialism regime,
disabled persons, Jews and other groups were eliminated in concentration
camps.

The end of the Second World War brought sweeping transformation of
public values in Germany. The German Constitution of 1949 embodied
defenses of the ‘dignity of man’ (Article 1, sec. 1) and ‘freedom to evolve
one’s own personality’ (Article 2, sec. 1). German courts subsequently ruled
that insults to a person’s honour, private life or reputation should require
monetary as well as other immaterial compensation. In light of such princi-
ples, courts have often awarded damages for media stories or mandated
withdrawal of photographs, statements, reports or stories concerning artists,
well known persons or others whose images or other personal information
were disclosed without their prior consent.

The rise of computing added a whole new dimension to these legal
precepts – triggering the first personal data protection legislation in today’s
sense. In the context of the German legal system, traditionally based on
statutory law, computerization raised questions of how to cope with infor-
mation technology, which created both hopes and fears. While the introduc-
tion of computers promised many benefits, the potential for misuse was
intensely debated.

The first decade of data protection (1970–1980) in Germany was largely
devoted to formulation of principles and rules governing data protection. The
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second decade (1981–1990) was dominated by struggles between privacy
interests and state collection activities. During the third decade (1991–2000),
data protection in private companies came under scrutiny. The theme for the
current decade (2001–2010) thus far appears to focus on the proper process-
ing and use of personal data in global computer networks.

Decade One (1970–1980): Principles and Rules of Data Protection

The first decade yielded a data protection paradigm defining a right to control
information on one’s personality, life or behaviour. At this stage data protec-
tion was not aimed at protecting data as such (‘data security’) but protecting
those depicted in the data files.

The rationale of data protection law as it was developed by researchers and
recommended for legislation (Steinmüller/Lutterbeck/Mallmann, 1972) turned
out to involve the following five key principles:

• Processing of personal data encroaches upon a person’s freedom
(encroachment principle)

• Any encroachment must be lawful (legitimacy principle)
• The processing of data must be committed to specified purposes (spec-

ified purpose principle)
• The collection of personal data must be minimized in order to prevent

misuse (caution principle)
• Effective control of the lawfulness of data processing must be main-

tained (control principle).

Under the ‘encroachment’ principle, each processing of personal data is
considered an infringement on somebody’s rights. Such use imposes a restric-
tion on individual freedom to decide who should be entitled to access or 
benefit from one’s personal data, and under what conditions. Since the
German Constitution – like many others – defines and defends personal liber-
ties, the encroachment by means of processing one’s personal data generally
conflicts with constitutional freedoms. To counterbalance those encroach-
ments the principle of ‘individual self-determination’,4 has been developed as
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an embedded constitutional right. The new term seems to exclude tasks
carried out in the public interest or in the exercise of official authorities’
duties based on personal data. But legitimate interests never have been
excluded by individual self-determination. However, conflicts of interests
between private and public interests may evolve.

Under the ‘legitimacy’ principle, any appropriation of personal data
requires specific legal authority. Such authority can be forthcoming either
from a legal statute or the explicit consent of the person concerned.

In a democratic state, where the rule of law prevails, a restriction of
personal freedom requires legal justification. For uses of personal information,
such justification may be provided either by statute, or by the explicit consent
of the data subject.

In addition no legitimacy justification was considered for organizations
developing codes of conduct for data protection. From a German point of view
self-given rules of organizations are not capable of replacing explicit consents
or statutory laws. Codes of conduct may be deployed as complementary
instruments creating legitimacy.

Lawful processing requires that the uses of personal data must be known
and publicly stated at the time of collection. Uses that go beyond these stated
purposes require new legal justification. Otherwise, the data processor and not
the person who the data are related to, would decide upon the use of the data.
But such ‘purposes’ can be stated in many ways ranging from the explicit to
the utterly vague. Therefore, the definition of a certain purpose must be deter-
mined in relation to a respective subsystem of application.

The following examples may illustrate the point at issue:
In a recent decision of a District Court the demand of a public prosecutor

investigating a criminal case (purpose 1) to access personal data stored on a
GMS-SIM card of an on-board-unit in a truck was denied (LG Magdeburg
DuD 2006, 375). The reason was that the Federal Toll Collect Act
(Mautgesetz), on which the collecting of GMS-SIM card data are based,
restricts the use of toll data to the control of toll payments (purpose 2). A simi-
lar discussion is pending whether ‘data mining’ – and ‘data warehousing’ –
techniques which involve sophisticated profiling methods on a large scale are
authorized by a consent related to ‘marketing’ or ‘advertising’ purposes
(Podlech/Pfeifer 1998; Bull 2006; Weichert 2003).

The ‘caution’ principle holds that the best way to prevent misuse of
personal information is to avoid collecting it in the first place. Thus organiza-
tions must only collect the minimum amount necessary to comply with legal
obligations or to achieve a legitimate purpose.

The ‘control’ principle requires that personal data use be subject to supervi-
sion in the interest of individual rights. Data subjects should be able to access
the database and insist upon disclosure, rectifications, erasure, or blocking of
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data if the workings of the system are not lawful. Moreover, an independent
data protection commissioner must be responsible for monitoring the database
and its use.

*

The first federal Data Protection Act of 1977 sought to implement the above
principles (Protocol No. 37) as developed by scientists consulted by the
Federal Parliament (Deutscher Bundestag) (Steinmüller/Lutterbeck/
Mallmann 1972) as well as in public hearings of scientists and interest groups.
The Act, applying to both public and private sector personal data systems,
follows the principle that every institutional use of personal data involves an
intrusion on privacy and hence requires justification. Such justification may
derive either from explicit legislation or from the informed consent of the data
subject. But the Act also added an additional requirement:

As far as possible, personal data should be kept anonymous; identifying elements
should be removed in order to prevent intrusions.

The range of application of this principle turned out to be narrow. Some
databases in the medical field exist where the identifiers are kept separately.
They are recombined only if knowledge of them is necessary for treatment of
the patient or for research.

The anonymization requirement was a reaction to attempts since 1968 to
introduce a so-called general personal identification number (Personen-
kennzeichen). It was originally planned to support passport issuance and to
serve as ‘general identifier’ of a person in public and private life. The identi-
fication number was designed to comprise 14 digits including storage loca-
tions for birthday, gender, religious affiliation, area of living and some other
information. Contrary to the common use of social security numbers in the
United States of America or in Sweden, many Germans feared that the number
might serve to cross-reference and connect diverse databases. However, while
the national Parliament of the Federal Republic of Germany had rejected the
introduction of a general personal identification number as early as 1968, the
Parliament of the former German Democratic Republic introduced a compa-
rable number in 1971 which was abolished after the reunification of both parts
of Germany in 1990.5
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In the course of the introduction of the first federal Data Protection Act in
1977, the Federal Parliament imposed another far-reaching decision: it should
not be possible to link data systems across affiliated, but legally independent
enterprises. Insurance companies, for example, may not merge their databases
of life insurance information with those on auto insurance. The risks involved
must be separately calculated – so that consumers do not find themselves
paying more for auto insurance, for example, because of their record of claims
on their homeowners’ policies. Thus, it became illegal to set up one central-
ized database for a group of companies or to link databases between econom-
ically cooperating, but legally independent enterprises. This structural
decision was also aimed at preventing an easy disclosure of personal data out
of different fields of activities.

Data security, a topic in which computer scientists show a major interest,
was of relatively minor importance in the Data Protection Act. One provision
stipulated the introduction of some technical precautions to prevent theft or
other mishandling of personal data. The level as to which technical measures
should apply was left undefined.

Decade Two (1981–1990): the Battle Against Public Administration

In Germany as elsewhere, the Cold War period saw intense left–right conflicts
in domestic politics. Activities of the ‘Red Army Fraction’ and other terrorist
groups triggered enormous efforts to track and apprehend their members. In
this atmosphere of widespread suspicion, privacy advocates struggled to
create safeguards against excessive surveillance. Students, consumer organi-
zations and civil libertarians warned of the dangers of totalitarianism, often
referring to Orwell’s 1984. These groups often based their appeals on the prin-
ciples laid down in the Supreme Constitutional Court decision in the 1983
census case (Podlech 1984, p. 85).

Well known is the judicial battle against the application of screening
search methods (‘Rasterfahndung’) for identifying potentially suspected
persons. The Federal Criminal Office demanded for example that private
energy suppliers provide names and addresses of customers who consumed
significantly less energy per square meter in their residences than the average.
The presumption was that those customers were moving around for the
purpose of planning terrorist attacks. The inventor of these screening meth-
ods, the President of the Federal Criminal Office, Horst Herold (his slogan
was: ‘We get them all’) was removed from office therefore in 1981 by the
Federal Minister of Interior (Hauser 1998). In a case from 2006 concerning
the screening of personal data by police the Federal Supreme Constitutional
Court approved an appeal of a Moroccan student. The Court ruled that even
in the wide context of the events of 11 September 2001 a general threat does
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not legitimate the preventive application of screening methods unless a
concrete danger appears (BVerfGE 115, 320 ff.). The interpretation of the term
‘concrete danger’ was not specified by the Court.

Decade Three (1991–2000): Private Business and Data Protection Law

From the beginning the German Data Protection law addressed the process-
ing of personal data in public administration as well as in private busi-
nesses. The same principles as developed in the Census case and as
transposed into the second German Data Protection Act of 1990 apply.
Unlike the Anglo-American law tradition the amount of self-regulation
allowed under German and European law is rather small, never replacing
state regulations.

During the third decade of data protection law in Germany special consid-
eration was given to data processing in private businesses (Killan 1982). All
major companies converted their paper files into databases and deployed
powerful IT-systems. This development resulted in fears that the companies
would process and evaluate personal data not only for legitimate purposes but
also for data mining, unfair supervision, unsolicited marketing, illegal profil-
ing or circumvention of works councils’ participation in plant decision-
making.

Particular anxieties surrounded company use of employee data – collected
for a variety of routine administrative purposes. Some of the company-held
data are compiled in connection with obligations to state agencies, such as
taxation or social security. Combined with other data held by companies on
their employees, such information could have serious repercussions on the
lives of the latter. Dismissals may be based on sophisticated electronic evalu-
ations of behaviour, attitude, skill, education or health status without employ-
ees having knowledge.

In one well-documented case, a company in Bavaria wanted to reduce its
labour force without obtaining the obligatory consent of the works council.
Based on data collected in their information system in their personnel system,
the company terminated its bus connection to a remote residential area. The
aim was to force resignations by young mothers who, without the bus, would
no longer be able to combine family care and employment. Since the employ-
ees and not the company had given notice of the termination of their labour
contracts, the company could avoid the intervention of the works council
which could have been expected if the dismissals had been filed by the
company. No lawsuit was initiated, but public awareness of potential misuse
of information systems in personnel increased.

The Data Protection Act has no special provisions for labor market
issues. But the Works Council Act of 1972 embodies some such protections.
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It guarantees employees access to files on themselves held by management,
and entitles works councils to be informed about administrative and plan-
ning matters concerning employees. One provision of the Works Council
Act establishes the right of the councils to bargain over, or indeed to veto,
introduction of technologies (like computer systems) used for employee
surveillance.

The works councils entered hundreds of enterprise agreements stipulating
terms for the introduction and application of hardware and software suitable
for processing employees’ data.

The result was to reinforce individual workers’ rights over the process-
ing of their data, making such protection an institutional matter, rather 
than a strictly private concern of workers. These protections have not
prevented the introduction of computerized systems for employee records,
but they have blocked uses of such systems for certain particularly privacy-
invading practices like secretly profiling of employee health status. The
health status of an employee is a crucial aspect for decision making on
plant level.

*

Other private-sector uses of personal data triggering privacy concerns have to
do with marketing. Any consumer using the telephone, fax, computer, interac-
tive television or the internet automatically leaves traces of personal data.
These data have come to have much commercial value – and clearly require
protection of consumers against misuse of their data.

This may be realized by viewing the so-called ‘SCHUFA-System’ or the
so-called ‘Bonus-System’.

The SCHUFA, a private company, compiles records of consumers’ finan-
cial status and credit use in much the same way as North American credit
reporting agencies. Data from bank records, retailers’ accounts, mortgages,
insurance accounts and other financial relationships are compiled in
SCHUFA’s centralized systems – where they can be accessed by businesses. It
is impossible to open a bank or personal credit account without granting the
bank in question permission to access one’s SCHUFA file.

Data held by the SCHUFA can have severe consequences for consumers.
SCHUFA creates and disseminates credit scores on consumers, ranking
their desirability as credit risks on a scale from zero to 1000. German data
commissioners have intervened against this system and secured the addition
of a ‘SCHUFA clause’ in line with the Data Protection Act. This provision
makes the activities of the organization more transparent to consumers 
and grants them the right to access their SCHUFA files and correct false
information.
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But the status of the SCHUFA’s allocation and dissemination of personal
credit scores to 62 million consumers is still unsettled. The SCHUFA claims
that this scoring system is statistical, rather than consisting of personal data –
and hence not subject to the Data Protection Act. This disingenuous interpre-
tation is still under legal challenge.

In another SCHUFA-related case, a consumer brought a suit against the
organization for reporting data from another consumer with an identical name.
The first consumer claimed damages because the faulty report portrayed him
as an unreliable credit risk – a report that the SCHUFA submitted to a bank
without adequate verification. But the Federal Civil Court denied compensa-
tion to the first consumer, on the grounds that the SCHUFA was not obliged to
verify data submitted to it from its institutional sources (BGH NJW 1978,
2151).

This decision has triggered much criticism, on two grounds. First, it
demonstrates a weakness in the Data Protection Act – its lack of a rule estab-
lishing liability for damages resulting from misuse of personal data. Second,
the finding that the SCHUFA had no obligation to verify data that it transmits
is not convincing, as it allowed the bank that reported the faulty data to the
SCHUFA to evade responsibility. In this case, if the consumer who suffered
from the mistake had sued the bank that originally provided the erroneous
data, he would probably have prevailed.

Another private-sector operation generating much privacy concern is the
Schober Information Group6 a publicly-traded German company devoted to
collecting and selling direct marketing data. Its more than 600 employees
store addresses of some 50 million private consumers, 5.5 million compa-
nies, and some 3.7 million managers. They compile data from ‘lifestyle
questionnaires’ submitted by ordinary consumers, geo-coded evaluations of
the worth of some 19 million houses based on nine criteria, and some 5
million private email addresses. The company’s annual turnover is some 130
million Euros. The Schober Information Group relies heavily on scoring and
data mining.

Another major private-sector compiler of personal data is Germany’s
‘Bonus Card System’. This system tracks consumers’ spending at most shops
and qualifies them for discounts on the basis of their expenditures. Advantages
to consumers are usually not great; a consumer has to spend 2000 Euros to
obtain a discount of ten Euros. Participation in the system is of course volun-
tary, but consumers do participate, as there is no alternative source of
discounts on these purchases. The former German Discounts Act
(Rabattgesetz) entitled consumers to bargain for up to 3 per cent, which was
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three times more. The new Bonus Card System curtails German consumers’
option for a discount.

In the year 2000 entrepreneurs founded clearing houses7 to create transfer-
ability of points earned for expenditure at one establishment for discounts
elsewhere. These enterprises now compile data on some 25 million
consumers, collecting personal data on participants’ shopping activities in
many locations. Thus the clearing house is apt to store information on
purchases at gas stations, shoe shops, hotels, dental clinics, nightclubs and
countless other establishments.

Consumers generally do not understand the workings of these data systems.
All that most Germans notice is that purchases in various places eventually
generate small discounts much later. In the meantime, it appears that the hold-
ers of the consumer information are using the data to profile buying habits and
to exploit them for marketing purposes. Thus far, these practices have not been
subjected to court challenge.

Perhaps the most dramatic and revealing confrontation between German
data protection expectations and private-sector practices came through the
activities of Citibank. This major New York bank, seeking to establish a
marketing position in Germany, proposed a joint venture with the German
National Railway in 1996 (Dix 1996). Citibank would issue rail travelers a
card combining several attractive features. The card would afford reductions
of 50 per cent on the cost of train tickets, and provide a Citibank Visa credit
card. Because Citibank expected some 10 million travelers to accept their
offer, they were prepared to issue the cards at no fee. But as part of the deal,
applicants for the cards were expected to accept additional collection of
personal information on themselves including income, profession and job
status, financial obligations and the like. These data were to be stored and
processed in the United States.

Citing the inadequacy of privacy protection under American law, German
data commissioners intervened, explaining to customers that they had a choice
of purchasing railway discount cards with or without the added Visa card.
Those consumers preferring not to provide their financial status data (and
therefore remain ineligible to receive a Visa card) could still obtain the rail-
road card.

It turned out that only 15 per cent of the railroad card holders were willing
to contract for the Visa card – despite the fact that it was offered free (for the
first year), and despite Citibank’s statements that it would follow German data
protection laws in processing consumer data in the USA. Ultimately, Citibank
terminated this project, because of insufficient response.
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Clearly German consumers mistrusted this American-style marketing
scheme as well as the protection of their financial data in the USA.

*

In the first decade of the new millennium, data protection involves coping
with remote databases, global networks, global positioning systems, ubiq-
uitous computing, sophisticated software and clashing values. How are
people to invoke rights over ‘their own’ data, when it is unclear who (if
anyone) is formally responsible for their safe-keeping, where the data are
located, or what law applies to its use and what court has competence to
decide? Shopping on the internet may involve transmission of personal data
to distant and unknown locations – to be used according to unknown ground
rules. Concealed imposition of ‘cookies’ for profiling internet activities
may be forbidden by national data protection law, yet almost impossible to
avoid technically. Law and policy need to be adjusted to meet these new
realities.

One might conclude, in view of these facts, that data protection is an
outdated legal concept. But the contrary is true. Existing concepts and codes
must be adjusted to technical developments if we want to preserve human
dignity and freedom.
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At the national level, legislators may seek to define criteria that serve as
connecting factors indicating the legal systems to which the factual situation
under consideration is related because the activity takes place there (lex loci
actus) or the good is located or presented there (lex rei sitae). According to
German law the latter principle applies for example if an offer on the internet
was placed in German language and appeared on a screen located in Germany,
independent of the location of the server. The German Private International
Law (Conflict of Laws) includes provisions like the ‘ordre public’ (Article 6
EGBGB ) which prevents the application of inadequate foreign law in case of
conflicting basic national legal principles.

In the ‘global village’, the range of application of national law is limited.
German data protection law is embedded in European law. European law to
some extent depends on international law for example the World Trade
Organization General Agreement on Trade in Services (WTO-GATS).

At present, four different data protection regimes prevail in different parts
of the world. In Europe, the EC 1995 Privacy Directive (95/46/EC) governs
practice among all 27 member states. In addition, Iceland, Liechtenstein and
Switzerland have also transposed this important code into their own national
legislation according to the European Economic Treaty. In a second zone, one
might locate countries judged by the European Commission to provide an
‘adequate level of protection’, in the language of the Directive. These coun-
tries include Canada, Argentina, Guernsey and the Isle of Man – all of which
may now accordingly receive personal data collected within the European
Union without problems.

A third zone is made up of countries with data protection legislation not
meeting EC standards of adequacy, notably, the United States. Personal data
may be transferred to those countries only under special circumstances, like
the war against terrorism, or if special privacy safeguards are provided by
appropriate contractual clauses.

The fourth zone includes all states lacking data protection legislation
unwilling to provide safeguards in contractual terms. Those states may be
excluded from the transfer of data originating in Europe.

Whether the four zones with respect to data protection will divide the world
and will function in practice may be questioned. However, the differentiation
conforms with Article XIV lit. c ii of the WTO-GATS Treaty according to
which restrictions on trade in services are permissible for data protection
reasons. Thus, data protection principles take priority over the principles of
free trade in services. But from a practical point of view the division into
different data protection zones will hardly prevail within a technical environ-
ment of world-wide open communication networks. Geographical differences
in data protection law which range from zero regulation to a high level of
protection provide an inadequate response for a global network society.

94 Global privacy protection



PUBLIC OPINION AND DATA PROTECTION

As New York’s Citibank learned to its chagrin, collection of sensitive personal
data triggers alarmed reactions in most Germans. If well informed, the major-
ity hesitate to consent to appropriation of their data unless the advantages of
doing so are conspicuous. The reports and other public statements by German
data protection commissioners attract much interest.

The annual ‘Big Brother’ awards conferred by privacy watchdog organiza-
tions target a range of practices that many Germans find anxiety-provoking
(Big Brother Awards 2007).

‘Awards’ were granted for ‘future stores’ employing RFID techniques8 for
the storage of IP-numbers of flatrate clients,9 for a digital rights management
system,10 for breaching the confidentiality of addresses11 and for an intensive
questionnaire for ordering tickets for the World Soccer Cup in 2006.12

*

One recent such award went to companies that include RFID chips in their
products. The RFID technique is an innovative technology developed by SAP,
IBM, Intel and some 60 other cooperation partners in the IT, consumer goods
and service industries to develop the retail business of tomorrow. The Radio
Frequency Identification (RFID) makes it possible to identify objects unequiv-
ocally and without optical contact using radio waves. A numerical sequence
called Electronic Product Code (EPC), which is stored in a chip attached to
any product, encodes details of the associated product. The chip is equipped
with an antenna and communicates with a RFID reading device. Via a connec-
tion to the company’s merchandise management system the supply chain as
well as the customers’ shopping records are documented. Data generated by
post-purchase transmissions reveal buyers’ shopping behavior and product
preferences. In so doing they help target the customer for direct marketing.
Whether the coming into existence of huge databases may be prevented by use
of so-called ‘de-activators’ of RFID chips after a purchase takes place or
whether, on the contrary, electronic agents based on the customer’s record will
advise him after shopping is under discussion.
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Privacy activists have challenged such practices, on the grounds that they
may fuel vast databases without the consent or even knowledge of consumers.
Courts have not yet ruled on such challenges.

The storage of Internet Protocol (IP) numbers of flatrate customers was
introduced by Deutsche Telekom, a private telecommunications provider of
which the government is the biggest shareholder. IP numbers make it possi-
ble to link via internet service providers the use of a computer to the commu-
nications data of a user. Because of the flatrate regime the identity of a person
or the time he spent in internet communications do not matter at all. The
competitor of Deutsche Telekom, Lycos Europe, does not resort to IP number
storage. The storage of IP numbers of Deutsche Telekom AG customers there-
fore serves for the supervision and control of their communications, which
may be of interest to Deutsche Telekom AG, the police and secret services but
not for the internet user. One lower court in Germany ruled that the storage
of IP numbers of flatrate clients violates the Tele Services Data Protection Act
because neither statutory law nor a consent of the internet user authorizes
storage.13

Digital rights management systems are software programmes aimed at
controlling the use of copyright licenses. The introduction of Microsoft’s
‘Media Player’ was combined with a Digital Rights Management System
(DRM) called ‘Palladium’, which is appropriated to control the proper use of
content in the Media Player in accordance with licensing rules. Thus, the
Media Player not only affords the reproduction of music and pictures but at the
same time the compliance of the Media Player’s owner with Microsoft’s
licensing conditions. The control mechanism as embedded in the DRM soft-
ware may conflict with the user’s right to download a copy for private use.

In another novel appropriation of personal data, sports fans seeking tickets
to the 2006 Soccer World Cup were required to fill out questionnaires. These
required the applicants’ names, date of birth, nationality, phone numbers,
email addresses, passport data and supporter relationship to a football club for
security purposes. The data were stored in a database and an RFID chip inte-
grated into the ticket made it possible to refer to that database electronically.
An intervention by consumer protection agencies forced the organizers to
include a special question in the questionnaire as to whether the applicant
agreed to commercial exploitation of the personal data they provide (Mayer
2001). In fact, commercial use of the data was planned, in addition to their use
for security.
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All tickets were sold exclusively by order and on account of the German
Football Association (Deutscher Fußball-Bund – DFB). The tickets were elec-
tronically controlled ‘to guarantee security and to prevent ticket sales on the
black market’.14 However, a black market came into existence and the elec-
tronic turnstile barrier control finally served to check the validity of the ticket
and to prevent unauthorized double access. Whether a commercialization of
the soccer fans’ data has occurred remains unknown so far.

Contrary to other evidence of German privacy-consciousness, one detects a
growing indifference to such values among younger Germans. I have in mind
a generation who do not share the historical experience of the majority of the
population and who are willing to expose even their personal feelings and
sexual behavior without reservation to the public. The reality TV series, aptly
named ‘Big Brother’, may serve as an example, since much money was paid
to participants who were willing to exhibit their most intimate moments via
the mass media. The resulting controversies on that topic did not result in any
legal action. Therefore, the question remains undecided whether disclosures in
these media productions are consistent with the interpretation of the German
Supreme Constitutional Court in the Census case that human dignity is an
overriding value.

If sexual behavior, pictures, feelings, attitudes, addresses, financial status
and other personal data can be sold on the market, we may end up under-
standing data protection not as a matter of human rights but as a form of prop-
erty rights. Personal data may become viewed as a commodity and a property
rights system concerning personal data where license agreements about the
use of personal data and the control of the use by digital rights management
systems could come into existence. The existing distinction between personal
rights and proprietary rights would be set aside.

NATIONAL CULTURE, TRADITIONS AND VALUES

Again, German law recognizes a ‘right to informational self-determination’, a
principle which is not laid down expressly in privacy codes. But this principle
continues to manifest itself in German court cases.

German Supreme Courts, particularly the Supreme Constitutional Court,
often refer to the constitutional ‘right to informational self-determination’ as
protected by Article 2, paragraph 1 of the Constitution according to its inter-
pretation. Recently, conflicts over information on medical patients, consumers
and others have turned on the interpretation of this right.
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In one such case, a prisoner held in a psychiatric clinic was denied access
to his health records. He wanted to identify the reasons for the revocation of
the ease of his custody conditions.

The clinic was willing to grant access to individual ‘hard facts’ (laboratory
data, electrocardiogram, electroencephalogram) but not to the diagnosis it had
made of the prisoner’s mental condition because of potential impacts on the
results of his therapy and on the rights of the therapist. The court confirmed an
earlier ruling that in principle all patient data including diagnoses are subject
to the informational right to self-determination (NJW 1999, 1777). These
considerations trumped the clinic’s claim of an interest in restricting access for
therapeutic reasons, on the grounds that a prisoner in a psychiatric clinic is
forced to undergo medical treatments. An efficient legal protection of a pris-
oner as a patient outweighed the interest of the therapist or the clinic in
preventing access to the diagnosis (BVerwG NJW 2006, 1116).

It is widely known that DNA screening, which can be based on the analy-
sis of a single human hair, may reveal blood relationships. The German
Federal Civil Court had to decide whether the exploitation of a collusively
obtained DNA identification of a child could be taken into consideration for
excluding the presumption of paternity.

This use was denied for the reason that every investigation and exploitation
of a DNA identification causes an intrusion into the right of informational self-
determination as protected by Article 2, paragraph 1 of the German
Constitution as well as by Article 8 of the Human Rights Convention, Article
5 of the UNESCO Universal Declaration on the Human Genome and Human
Rights and Article 16 of the UN Convention of the Rights of the Child (BGH
RDV 2005, 62).

In another case, the German Federal Administrative Court ruled that mobile
phone providers are not obliged to document their customers’ identity card
information for the benefit of state authorities, if those customers purchase
prepaid phone cards which do not require that the user be identified (BVerwG
22.10.2003 NJW 2004, 1191). The decision invokes the ‘caution’ principle
mentioned above, according to which the best way to prevent misuse is to
avoid unnecessary collection of personal data.

*

After the events of 11 September 2001, the German Federal Supreme
Constitutional Court ruled several times against preventive empowerment of
the police and secret services for screening, collecting or tapping personal
data. The right to informational self-determination was held a constitutional
right, subject to limitation only if concrete facts indicate a potential danger of
planning or executing of terrorist attacks (BVerfG 4.4.2006 1BvR 518/02;
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NJW 2006, 1939–1951). Regulations concerning supervision of communica-
tions must be concrete, well defined and proportional to counteract anticipated
serious criminal offenses (BVerfG Urt. v 27.7.2005 1 BvR 668/04, MMR
2005, 674).

A provision allowing state agencies to place concealed microphones in
private living rooms was held unconstitutional (BVerfG NJW 2004, 999;
Stender-Vorwachs 2004). The use of global positioning systems against
suspects in order to combat drug dealing or organized criminality, if approved
by a judge on a case-by-case basis, was held constitutional (BVerfGE 112, 304
(GPS-Observation)).

However, the events of 11 September 2001 in the United States of America
reversed the preferences for the power of use of personal data to some extent,
even in ‘old Germany’.

If public security is deemed to be at stake, parliaments tend to give priority
to state interests over civil liberties or individual interests. The number of
statutory laws facilitating surveillance has increased. Even the core principle
of informational self-determination is fading so far as state activities are
concerned. No fewer than 26 amendments since 11 September 2001 have
relaxed conditions for investigation, public surveillance, transfer of records or
provisional detention of persons. Such measures obviously increase the power
of the police and secret services. Many new provisions or amendments to
existing Acts passed the German parliament in a rush, all facilitating the
collection of information about people who may have or may not have any
connection to terroristic activities.15

A new wave of Supreme Constitutional Court decisions permitted state
monitoring of letters and phone calls (BVerfG NJW 2004, 2213 = BVerfGE
110, 33), seizure of data files from law firms (BVerfG NJW 2005, 1917 =
BVerfGE 113, 29), surveillance of phone calls by national intelligence services
(BVerfG NJW 2000, 55 = BVerfGE 109, 279), or locating persons via global
positioning systems (BVerfG NJW 2005, 1338 = BVerfGE 112, 304; BVerfG
NJW 2006, 1939). Transmission of personal data obtained by the German
secret service to other state agencies is permitted where those transmissions
are necessary to fight against money laundering, international terrorism and
similar serious crimes, and if the principle of proportionality is observed
(BVerfG NJW 1999, 55). Telecommunications data stored on private comput-
ers are governed by informational self-determination, which may be restricted,
if a detailed, precise and proportional warrant has been issued (BVerfG NJW
2006, 976). Monitoring of electronic communications without having concrete
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facts against a certain person is illegal (BVerfGE 113, 348). The German
Supreme Constitutional Court has proved so far to be the best data protection
commissioner of citizens.16

Other courts followed the precedents and have ruled on wiretapping, fish-
ing expeditions, broad searches on flimsy ground17 or genetic analysis of a
child for determining paternity without the consent of the child or its mother
(BGHZ 162, 1). A big surprise was that nearly all decisions tended to restrict,
to narrow or to control state power to enact extensive security regulations or
demanded the introduction of procedural safeguards.

Thus, democratic and constitutional countervailing powers are asserting
themselves. If we in Germany (and probably in other countries) wish to avoid
a slippery slope towards totalitarism – towards a state which recognizes no
limits on its authority and seeks to control every aspect of its citizens’ lives –
we need counter-strategies in order to grant autonomous choices of objectives.
For preventing a growing disfavour of data protection and for achieving an
equilibrium between legitimate state interests and individual freedom the
following measures are under discussion at present:

1. Sunset-provisions
Provisions introducing restrictions on individual self-determination
should expire after a time limit.18

2. Control of success
New legislation including restrictions to individual self-determination
should be monitored for success and potentially revised.19

3. Reporting
The number and sort of measures which limit individual self-determina-
tion should be reported.

4. Transparency
Notice should be given to persons who come unjustified under suspicion
without being aware of the fact.
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Parallel to these precautions it seems to be necessary to introduce and
strengthen institutional control mechanisms, like class actions. In a global
information society, a single person will not be in a position to defend his
rights as granted in the Data Protection Act. Therefore, safeguarding individ-
ual rights by performing rights societies and mandataries may be favored. The
protection of copyrights may serve as an example.

WINNERS AND LOSERS

The roughly 35 years since the birth of data protection legislation in Germany
have seen some gains for privacy interests, and some losses.

In the public sector, the period began with strong legal protections for
personal data, many of which have been eroded by subsequent exceptions and
qualifications. Hundreds of acts at the federal and state level have narrowed
the informational self-determination of ordinary citizens – for example, in
social security, taxation, health care or state security. Whether these measures
have demonstrably contributed to state security is a matter for debate. But by
any standard, they amount to a gain for state surveillance over individual
privacy rights. The new acts provided legality not only for administrative
purposes but also for various state actions against suspected or (increasingly)
unsuspected citizens. From a libertarian point of view they did restrict
personal freedoms.

In the private sector – that is, in their roles as consumers, employees,
students, patients, drivers, and so on – citizens have benefited by creation of
new advantages, if they are willing and able to assert their rights. They may
gain access to ‘their’ data and control its processing.

Enterprises, on the other hand, have had to adapt to new demands – espe-
cially demands to make their personal data practices more transparent and to
bring them into conformity with data protection legislation. Enterprises have
to provide access to reporting and proper handling of personal data.

The most controversial sector in public discussions is the credit information
and service industry – companies that report personal data. The sources are
sometimes dubious, the procedures for processing and transferring data less
than transparent. Because their activities are hard to monitor, the organizations
involved have a good chance to evade data protection rules through scoring
methods, data mining or presumption of consent from data subjects.

In the early days of privacy as a public issue, the greatest fears focused on
government record-keeping and exploitation. Slogans such as describing the
state as ‘big brother is watching you’ or books titled ‘private lives and public
surveillance’ (Rule 1974) were well known. Later it turned out that, in the
most advanced societies, the empowerment of enterprises rather than states
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became the primary concern. Today’s greatest privacy dangers stem from
private sector activities like appropriation of data from electronic transactions
and from rising state demands for personal data following the 9/11 attacks.

The transnational character of many private and public sector activities
aggravates these problems: in the private sector global electronic markets
demand transborder exchange of personal data and worldwide databases for
customers of multinational companies have grown widespread (Scheja 2006).

In the public sector, cooperation among States on police, intelligence
services and border control has dramatically increased the exchange of
personal data within the European Union (for example, the Schengen Treaty
and Schengen Information System) as well in transatlantic relations (as in the
Passenger Name Record Agreement between the European Union and the
USA).

Some claims on personal data, both in the government and private sector,
stem from administrative needs that no one would deny. Those who adminis-
ter tax or health care systems can hardly get along without some systematic
recording of personal information. Companies obviously have little choice but
to keep payroll records or data on job qualifications. But there is no reason to
conclude that all personal information collected for any purpose must neces-
sarily be made available for all purposes.

What we must develop is a realistic concept of data protection, which
comprises the following components:

• Availability of personal data for well defined public demands without
individual consent: the collection of tax data can not depend on the
consent of a citizen. The amount of data collection for security reasons
should depend on the assessment of concrete dangers and on the impor-
tance of values at risk.

• Availability of personal data for well defined private use in companies
with consent of the person concerned: if a person gives an informed
consent, the processing of personal data is covered as result of informa-
tional self-determination.

• Availability of a variety of scaled data security measures: strong secu-
rity measures should govern highly sensitive data.

• Employment of intermediaries like performing rights societies for the
protection of legitimate interests of the individual: in global networks
individuals will rarely be able to execute their rights properly. Special
service providers and agencies managing the identity rights of individ-
uals could investigate and authorize use of personal data according to
the individual’s intent.

These realistic measures hardly amount to abandoning data protection. They
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do, however, wear away at expectations that privacy can be secured strictly by
initiatives of the data subject. The complexity of today’s computer networks
demands enforcement by data security measures, data protection commission-
ers, trade unions, consumer protection agencies, supervision by third parties
and market mechanisms.

The EU–US dispute culminating in the so-called ‘Safe Harbor’ agreement
shows that informational issues like data protection have the power to trigger
trade wars. To prevent such disputes, third states should view data protection
legislation as a part of quality standards for electronic transactions in goods
and services which include personal data for promoting data protection. Such
standards could ensure a certain level of protection in the processing and trans-
fer of personal data; would assist the data subject in maintaining his individ-
ual rights; would provide transparency in the processing procedure; and could
be exploited as marketing strategy for gaining advantages in competition.

*

In an agreement concluded in 2004, the European Union Council of Ministers
and the US government agreed to certain US demands for personal data on air
travelers to the US. After much dispute, European airlines committed them-
selves to providing 34 forms of personal data on each passenger bound for the
US – data which would be available to the US Bureau of Customs and Border
Protection from the airlines’ databases. These data included all contact
addresses in the US, intended stops with the US former no-shows (absence
without prior cancelation), contact addresses at home and in the US, email
addresses and the like. According to the EU Council, American procedures
reached the level of ‘adequacy’ required by the EU Privacy Directive to justify
export of these data. The EU Council Decision of 17 May 2004 approved the
bilateral agreement with the USA negotiated by the EU Commission, holding
that the passengers’ information was sufficiently protected according the
adequacy criterion.20

On 30 May 2006, the Grand Chamber of the European Court of Justice
overturned this agreement for the reason that the European institutions do not
possess the legislative power to enter into such an agreement because the
transfer of passengers’ data concerns public security and activities of the states
in areas of criminal law, which are not covered by the Data Protection
Directive 95/46/EC (C-317/04; C-318/04; NJW 2006, 2029). The effect of this
judgment is to withdraw the designation of US personal data protections as
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‘adequate,’ effective 30 September 2006. An interim agreement, which expires
31 July 2007 (Court of the European Union 2006) provides legal certainty until
a new permanent agreement was reached, which reduced the amount of personal
data to 19 categories.21 The absence of such an agreement could have resulted
in retaliation by the US government against the European airlines – including
blocking of their flights into the US. Without a compromise between the US and
the EU individual travelers may have been required to provide their own, indi-
vidual consent to American scrutiny of data on themselves stored in Europe.

This devolution in the protection of data on airline passengers is simply one
example of many losses to privacy following directly from the terrorist attacks
of 11 September 2001. Overall, one can observe a devolution from rule of law
guaranteeing individual freedoms on the basis of constitutional rights to a
legal regime specifying permissible state demands for personal data.

PROSPECTS FOR THE FUTURE

The erosion of data protection by extensive application of its underlying prin-
ciples, above all the principle of legality of data processing if based on statu-
tory law in the public sector, may end up in adverse effects to the freedom of
persons. But the protection of individuals was the original idea for data protec-
tion legislation. The proposal to anonymize person related data or to use more
pseudonyms (Roßnagel/Pfitzmann/Garstka 2001) may help to reduce potential
misuse, but does not solve the core question, who should be empowered to
dispose on personal data at all (Bizer/Luterbeck/Rieß 2002, 151–160).

As regards legislation in the public sector the German Federal Court deci-
sions on data protection should be taken into account, which are generally
more reluctant to grant state agencies to collect personal data for the purpose
of preventing crime or to reduce all kind of potential harm. In a ‘risk society’
(Beck 1986) everybody should bear a burden of risk if he/she wants to
preserve individual freedoms. Otherwise we may end up in an overprotected
society in a state which neglects to grant freedoms.

With regard to the private sector the economic effect of personal data can
longer be denied. Expectation of monetary gains leads many to consent to
commercial exploitation of their information. The ethical value of human
dignity serving as a basis for data protection principles is not denied, but
differently weighted. Thus, in modern German society, even the voluntary
exposure of sexual behaviour of individuals in TV-reality shows like ‘Big
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Brother’ did not, despite some uproar, result in any legal proceedings. The
borderline between individual self-determination to expose oneself for
commercial reasons and restrictions granted by the German Constitution to
preserve the dignity of man was not tested.

The years to come could bring the emergence of a two-sided doctrine of
personal data protection. On the one hand, we could see the rise of individual
market rights over one’s own personal data – where each individual might
have the right to keep or disseminate data on one’s self in the marketplace.
One could then license the use of one’s ‘own’ data – to direct marketers, for
example – much as song writers license the right to perform their songs.

The German Federal Court recently confirmed earlier rulings that the right
to personality may include elements which are subject to market transac-
tions.22 Therefore, I expect in the years to come a two-faced data protection
development between dignity aspects and the market economy. I would not be
surprised if we end up in the private sector with an organizational structure
where the right to use commercially valuable data may be licensed to and
executed by service providers and performing rights societies on the basis of
conditions put forward by the individual. An artist may be proud on getting his
individual skills and profile marketed, a manager may restrict the distribution
of personal data to career information. ‘Managed’ data protection by use of
digital rights management systems may be the market response to data mining
and data warehousing procedures that take place unknown to the subject.

The confidence implied in the German and European data protection legis-
lation that an individual should personally be able to monitor and defend his
individual privacy rights is fading. But this does not necessarily imply that the
whole concept of data protection is fading. On the contrary: the importance of
data protection law is widely accepted and firmly anchored in the post-war
German society. The means and methods of protection have to be adjusted to
the demands of the modern information society and to ICT (Information and
Communications Technology) developments. The impending introduction of
ubiquitous computing methods and RFID technology will provide new tests
for the adequacy of data protection principles.

Etzioni, a well known author who is pleading for ‘communitarianism’,
finds ‘that privacy is privileged over the common good’ (1999, 9) and ‘under-
mines’ common goods (1999, 199). He wants to balance individual rights and
social responsibility (1999, 5, 198), but in fact concludes that all common
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goods take precedence over privacy (1999, 203, 215). Buchanan (1989)
attacks Etzioni and his objection ‘that liberalism devalues, neglects and/or
undermines community’ (1989, 856) and proves how liberal individual rights
protect community (1989, 858 et seq.).

Individual rights are not necessarily individualistic in its negative connota-
tion. Buchanan argues convincingly that ‘self’ is already embedded and partly
constituted by communal commitments and values which are not objects of
choice (p. 853).

Thus, the future of data protection laws oscillates between the promotion of
state interests to ensure public security, private interests to preserve individual
rights, and commercial interests to exploit individual data for reducing trans-
action costs.

Modern constitutions include a wide range of values – but no hierarchy for
those values. Therefore, data protection principles have to meet with approval
by each society based on its historical experience, law tradition and future
expectations. It is hard to discern any world-wide harmonization of these
disparate traditions.

A world-wide harmonization of data protection laws looks rather unlikely
at this point. A rather low level of data protection policy concerning the
exchange of personal data among companies of the same group having their
place of business in states with or without a data protection regime may be
advantageous if a private Code of Conduct is introduced and supervised by a
group privacy commissioner.23
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4. France

Andre Vitalis

The implementation of a system called SAFARI1 in the early 1970s first
brought to light in France the dangers of data processing for individual liber-
ties. Through that system, the Institut national de la statistique (INS) intended
to turn the social security number – which was being computerised at the time
– into an exclusive individual identifier. Adoption of that identifier by the vari-
ous public administrations, together with data matching between their
networks, was to enable the aggregation of all information retained on an indi-
vidual in areas such as schools, the military, health, taxation and employment.

On 21 March 1974, Le Monde sparked things off with an article entitled
SAFARI ou la chasse aux Français,2 which pointed to the threat of compre-
hensive file link-up and data matching. The daily newspaper portrayed an all-
powerful ministère de l’Intérieur,3 akin to Big Brother and which, equipped
with a giant computer, would be able to watch each individual’s every move.
The highest officials in the country thus learned first through that article,
published in a greatly respected newspaper, about the existence of a system
which, under the pretext of a technical modernisation, would drastically trans-
form individual data processing. The secrecy surrounding the operation gave
credit to the most alarming hypotheses and fuelled public concern. By drama-
tising the situation, the press revealed to the public the dangers of file comput-
erisation, a question that had so far been confined to parliamentary circles.

In 1970, during the debates about two bills concerning automated process-
ing, deputies and senators had expressed some reluctance and even flatly
rejected the setting-up of a national health database. In November of the same
year, however, a bill aiming to create a watchdog committee and a data
processing tribunal had raised little interest. Meanwhile, the government had
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commissioned a series of reports from the Conseil d’État4 and a Department
of Justice workgroup in order to outline legal measures which could protect a
threatened privacy. The proposals stemming from that effort had no impact.
Until they could receive a definite assessment of its risks, government officials
were reluctant to impede the development of such a promising technology.
The automation of administrative files therefore continued in a most disor-
derly fashion, without any public debate or any safeguard for the individuals
affected by data computerisation.

That was the situation which the SAFARI scandal brought to an end (Vitalis
1980). By focusing previously vague fears on the specific threat of compre-
hensive link-up and matching, this affair forced the government to accept
public scrutiny and to act. Eight days after the publication of the article in Le
Monde, on 29 March 1974, the Prime Minister issued a circular banning any
link-up between computer systems belonging to different departments. The
SAFARI acronym was dropped and the Institut national de la statistique
changed the name of the database it had set up for the more neutral répertoire
national d’identification des personnes physiques.5 Above all, on 9 November
1974, the President of the Republic appointed a commission of inquiry on
‘Computerisation and liberties’, which operated transparently and whose
conclusions were made public in September 1975. The fundamental text in the
French data protection regime, the legislation of 6 January 1978, would only
be adopted three years later.

This law on ‘computerisation, files and liberties’, revised in 2004 in order
to comply with the EU Directive of 24 October 1995 regarding personal data
protection, stipulates in its first article: ‘Computerisation must serve each citi-
zen. Its development must be undertaken within the framework of interna-
tional cooperation. It must not be prejudicial either to human identity, human
rights, privacy, or individual or public liberties.’

The legislation as enacted presents the two main features which nowadays
characterise the European approach. First, it has a general scope, covering all
types of personal data processing. Second, it completes individual means of
defence with the setting-up of collective control mechanisms entrusted to a
specialised public body. Data processing is subject to a number of rules, which
persons or groups in charge of files must comply with: preliminary formalities
to be carried out at the time of setting up automated processing, determination
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of and compliance with the purpose of the processing, fairness in the collec-
tion of such data as is relevant, limitation of the period during which data may
be stored, ban on the collection and conservation of sensitive data (racial
origins, political, religious or philosophical opinions, trade union membership,
data pertaining to health or to sexuality), limited disclosure of stored data,
security measures. New rights are granted to data subjects: right to preliminary
information regarding data processing pertaining to them, rights of access,
right of opposition, right to rectification, right to oblivion. An independent
public body, the Commission nationale de l’informatique et des libertés6

(CNIL), is assigned the task of ensuring the implementation of the legislation,
by informing the various stakeholders of their rights and duties and controlling
computer-related applications.

The effectiveness of this protective mechanism rests upon data controller
compliance with the enacted rules regarding the creation and operation of data
processes, and upon the exercise by data subjects of their new rights concern-
ing the use of their data. In actual fact, one finds that compliance is far from
being widespread and a huge gap exists between what ought to be and what
really is. The 1978 legislation has too often remained a ‘paper tiger’. As a
Minister of Justice declared in 1999: ‘We have extremely strict rules on paper,
but we are sometimes lax in reality’. In a substantial number of cases and espe-
cially in the private sector, data controllers failed to disclose the setting-up of
automated processes to CNIL. Whereas this body has recorded around the
setting-up of one million data processes to this day, it is estimated that this
amount represents a mere 20 per cent of existing processes.

The simplification or outright elimination of preliminary formalities, which
came about with the 2004 alteration to the legislation, appears to have
acknowledged both this situation and the formidable increase in computerised
applications.

Citizens themselves do not seem to have shown a great deal of interest in
exercising any control over the data processing that concerns them. The new
rights which they were granted remain unused for the most part. For instance,
the right of access, which was of prime importance to the lawmakers, is exer-
cised by a mere few hundred persons per year. As for litigation generated by
the legislation, it has remained scarce. Judicial action, while seldom called for,
was usually disappointing, especially during the first years after the legislation
came in force. Judges have often seemed to forgive violations of the law and
clearly failed to understand the seriousness of the matters brought to their
attention. This explains the difficulties met by the CNIL when turning to pros-
ecution. In 1998, after 20 years of the legislation being in place, out of 14
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referrals to the courts, seven have been closed without conclusion, four are
still pending and three have led to light convictions. A slight increase of
contentious affairs has since been observed.

Despite providing important symbolic gains, this regulatory framework has
not significantly weighed upon the course of events, and especially on the
balance of powers between data subjects and controllers. CNIL has of course
provided a regulating function, thus preventing the most dangerous drifts
against individual liberties, but it has been unable to question and limit the
ongoing development of personal data collection, conservation and process-
ing, even though such development embodies a threat to the safeguarding of
privacy and democracy. The legislator had aimed at protecting individual
liberties without hindering the development of information technologies
which were viewed as a token of economic and social progress. Here as else-
where, this dual aim – which one may well think unreachable – jeopardises the
effectiveness of the regime put in place.

THE HISTORY OF KEY DEVELOPMENTS FOR DATA
PROTECTION IN FRANCE

Awareness of the Dangers of Computerisation and the Setting-up of a
Legal Framework for Processing

It was during a debate concerning two bills, in 1970, that parliamentarians first
showed some reluctance regarding the use of computerisation by public
administration. They requested that the confidentiality of data held in a data-
base centralising driver information be guaranteed. They flatly refused the
setting up of a national health database, which they considered an infringe-
ment on people’s most intimate privacy. Even then, it was generally consid-
ered, in political and media circles as well as among major computer
producers, that database computerisation ought not to be undertaken in a disor-
derly fashion. The public might otherwise develop fears which, in turn, could
penalise the expansion of computer technology. These stakeholders were
therefore well disposed towards regulation in order to avoid any excesses
which might affect the development of computerisation.

One had to wait for the controversy sparked off by the implementation of
the SAFARI system in 1974 before the government actually took the
‘Computerisation and liberties’ problem seriously, banning data matching
throughout the public administration and appointing a commission of inquiry
from which it expected proposals for solutions. This commission worked
transparently, consulting employers’ organisations, trade unions, public asso-
ciations and experts. It requested a study from the Conseil d’État on the extent

110 Global privacy protection



of administrative file computerisation, which clearly indicated the level of
modernisation that had been reached. On the whole, in its report published in
September 1975, the Commission seemed pessimistic (Commission Nationale
de l’informatique et Libertés 1975). It expressed the view that ‘the major
threats seem to be an increase of social control and a worsening of already
unequal relationships within society’. In order to defend against intrusions into
privacy, and after having considered the few experiments being carried out
abroad at the time, it advocated protective legal measures but also suggested
other measures, such as worker participation in key computerisation decisions
or the introduction of courses on the social impact of computerisation, in
programmes where this technology was taught.

The adoption, by Parliament, on 6 January 1978, of one of the first data
protection laws in Europe, after Sweden and the Land of Hesse, ushered in a
new period. From then on, personally-identifiable information processing
would be subject to certain amount legal rules, data subjects given new rights
and a specialised regulatory body set up under the name of Commission
nationale de l’informatique et des libertés (Frayssinet 1992). The text as
enacted benefited from the considerations of international organisations, such
as the Council of Europe and the OECD, and from Swedish experience in this
area. A common approach to the dangers of computerisation characterised
these considerations and safeguarding measures. Starting with the notion of an
isolated individual whose right to privacy is recognised, the legislative aim
was to regulate computerised processing in order to avoid intolerable infringe-
ments of this right. The second and main inspiration of the French legislation
was the report provided by the ‘Computerisation and liberties’ research
commission, published in September 1975. Based on the proposals made in
this high quality report, the Senate modified the government’s bill regarding
two essential issues. Whereas the government wished to choose directly the
members of the specialised controlling body to be established, the senators
imposed nomination and election procedures that guaranteed their indepen-
dence. Moreover, they extended legislative coverage to all files.

The 1978 Act can be viewed as cornerstone legislation insofar as the
protective framework it set up is still considered relevant more than 30 years
later. Its broad principles, its main rules, the specialised body in charge of
enforcing them, all still seem valid and well-adapted to the present situation.
Yet, because it was not perfect and because necessary European harmonisation
required that it be revised, successive alterations have since been made. The
1981 Convention of the Council of Europe on the protection of personal data,
closely related to the French legislation in its provisions, provided the oppor-
tunity for the addition to the category of ‘sensitive data’ of information
concerning sexuality and health, which the French legislator had omitted. An
Act of 16 December 1992 was supposed to include issues involving sexual
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behaviour to that list. With regard to health, a new chapter was added in 1994
to the legislation, introducing a specific regime for automated processing in
the area of medical research. CNIL no longer provides recommendations
regarding such processing but, after considering advice from a consultative
committee to the minister responsible for research, decides whether or not to
grant an authorisation.

These new provisions offered a solution to difficulties which came to light
in 1985 in relation to a cancer database, and concerning information and oppo-
sition rights of patients: insofar as their code of ethics authorises doctors to
withhold information from patients about their condition, it was therefore
impossible for patients to oppose the use of their medical data. This specific
regime reaffirmed the patients’ right to oppose the use of their nominative data
for research purposes in the field of healthcare. If a doctor considers that a
patient should be kept in ignorance of a severe diagnosis or prognosis, it is
now established that this data may not be used. Another addition was provided
by 1999 legislation, concerning data processing set up for evaluative purposes.

The most significant modification made to the 1978 legislation was
provided by the transposition of the European Directive of 24 October 1995,
regarding the protection of personal data. Harmonisation was necessary in
order to ensure free circulation of personal data, considered as a commodity,
and to avoid regulatory disparities which could entice operators to relocate
processing to the more lax member states. The circulation of information must
not endanger individual liberties in a Union where the protection of personal
data is established in the Charter of Fundamental Rights. Indeed, Article 8 of
this charter stipulates: ‘Everyone has the right to the protection of personal
data concerning him or her. Such data must be processed fairly for specified
purposes and on the basis of the consent of the person concerned or some other
legitimate basis laid down by law. Everyone has the right of access to data
which has been collected concerning him or her, and the right to have it recti-
fied. Compliance with these rules shall be subject to control by an independent
authority.’ Data transfers and assignments outside the Union can only take
place if the recipient countries and undertakings offer an adequate level of
protection.

It is paradoxical that although France was the main instigator of the 1995
European Directive, it was in fact the last member state to transpose it, through
the legislation of 6 August 2004. In this new text one can easily recognise the
general protection layout, with the rights of data subjects, duties of data
controllers and the intervention of CNIL (CNIL/Paris 2 University 2005; Girot
2005). Two main modifications were introduced in order to comply with the
Directive. The first concerns preliminary formalities, a simple declaration
becoming the normal regime regarding data processing in either the private or
public sector. A priori control is limited to processing that presents a specific
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risk, with a consultative regime for public processing regarding security or
using social security numbers, and an authorisation regime for ten processing
categories which present risks due to the sensitive nature of the data, the
purposes of their use or particular characteristics. The second modification is
related to the reinforcement of on-site controls and sanctions, granting new
powers to CNIL, which can impose administrative (including financial) penal-
ties.

The new text was not unanimously welcomed. A few days after the vote,
the socialist Senate group referred to the Conseil constitutionnel,7 considering
that the new provisions constituted a regression and gravely threatened several
fundamental rights. The Conseil constitutionnel decided otherwise, merely
striking out the right for business undertakings which considered themselves
victims of fraud to constitute offence registries (or ‘blacklists’), although
allowing organisations in charge of intellectual property rights to do so.

The Essential Role Played by CNIL in the Application of the Law and its
Interpretation

Described by the legislation as an ‘independent administrative authority’,
CNIL is the keystone of the protective framework. It is responsible for ensur-
ing compliance with the legislation and recommending modifications where
required. Its role has been all the more crucial since compliance control by the
data subjects themselves has not been as effective as expected (Braibant
1998). Thanks to data controllers complying with the notification require-
ments associated with the setting-up of data processing, CNIL has been able
to monitor on an ongoing basis the computerisation of files and data collection
and processing systems. Without its opinions and recommendations, its
simplified norms and counselling, this computerisation would most certainly
have been less respectful of individual privacy. A significant task has been
carried out: almost one million registered processes, 2000 to 3000 complaints
examined on average each year, approximately 1000 replies to official advice
requests, over 5000 replies to requests for indirect access, not to mention the
hundreds of deliberations, for which annual activity reports provide an
account.

The Commission has opted for a more educational than repressive role,
which explains why, in 25 years of activity, one counts a mere 45 warnings,
30-odd referrals to the public prosecutor and, yearly, a dozen inspections or so.
It is through compromise and negotiation that CNIL has exercised the greatest
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influence and obtained the best results. It has tabled few unfavourable deci-
sions as, before being called upon to decide an issue, it has been able to obtain
through prior negotiations the removal or alteration of the more questionable
aspects of data processing proposals. Favourable decisions are often accom-
panied by numerous reservations. In a vast majority of cases, a compromise
between opposing interests has been sought after: for example, the needs of
research and the respect of medical secrecy, the necessary control of welfare
benefits and the respect of individual privacy, the interests of direct marketing
and each person’s right to not be troubled. The limited powers of the
Commission with regard to the private sector, subject to a mere declaration,
has not allowed it to set up the greater controls it had hoped for. The Conseil
d’État considered it necessary to remind the Commission, in a decree of 6
January 1997, that it was not authorised to prevent the setting-up of private
data processing, even if it violated legal provisions.

In 1998, for its twentieth anniversary, CNIL published the 20 deliberations
it considered to be the most representative of its activity (CNIL 1998).
Through these, CNIL has limited police surveillance by preventing the
creation of a database which could have led to a generalised control of the
population when the computerised ID card was introduced. With other
European commissions, it successfully asked that the rights of each individual
on file remain protected in the Schengen police information system. A warn-
ing was issued to the mayor of a municipality that was using data protected by
statistic secrecy measures in order to monitor persons of foreign origin. The
regulatory body showed the greatest firmness so as to prohibit discriminatory
processes. Through a warning to a hotel owners’ professional organisation, it
hunted down the creation of broadly distributed blacklists, which identify
people as ‘undesirable’.

When a bill dealing with overindebtedness was debated, CNIL recom-
mended that only the Banque de France should be allowed to set up a national
database covering credit delinquencies. In the related field of insurance, it
obtained the elimination of a database listing people with ‘increased risks’ that
all insurance professionals could use, and which identified clients who had
suffered an insurance refusal or the imposition of a supplementary premium
because of their health condition. CNIL has also striven to limit or to exercise
some oversight over the use of profiling techniques. It issued an unfavourable
opinion regarding the Ministry of Health GAMIN system, which pre-selected
so-called ‘risk-prone’ children through automated means. It supervised the use
by banks of behavioural segmentation techniques, enforcing the customers’
right to know which segment they are put in. CNIL also acted to impose busi-
ness compliance with declared processing purposes, in order to ensure that
adequate safeguards are provided with regard to personal data transfers to
other countries or to defend consumer rights.
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Adapting to Continuous Technical Innovation and Searching for New
Forms of Regulation

Over the last few decades, we have been faced with a constant development of
information technologies dedicated to controlling populations. At the begin-
ning of the 1980s, microcomputers started to supplement mainframes, to be
followed in turn some years later by image and sound sensors and observation
satellites (Cadoux 1996). The greatest innovation, emerging from the early
1980s, resulted from the multiplication of electronic information supports
(bank cards, mobile phones, data communication systems), used for various
purposes, which paved the way for a universe of traceability now perfected by
the internet (CREIS 1991). Aside from any consent to collection and without
concerned persons even being aware of it, these supports automatically
produce an enormous mass of data which has been calculated to double every
18 months! The recent legislative amendments, transposing the 1995
European Directive, should make it possible to better face the threats coming
with the current context, through the alleviation of preliminary formalities and
the establishment of identical procedures for both private and public sectors.

One could worry that a regulatory framework designed in an era of ‘heavy’,
centralised computer technology would quickly become obsolete in a field
where technical progress and innovation have been unceasing. Thanks both to
the generic scope of the legislation’s notions and principles and to CNIL’s
efforts regarding its interpretation, the original level of protection has been
gradually adapted to new technologies (Maisl and Vitalis 1993). The notion of
nominative information has been given a broad construction. Any information
which in any way, directly or not, allows for the identification of a person is
included within that notion. Therefore, private branch exchanges (PBX) or
switches used by businesses and public administrations to manage communi-
cations have been deemed subject to regulation insofar as they process indi-
rectly nominative information.

By the same token, the notion of automated processing is not linked to a
given technological state, but is applied extensively. It applies to files, data-
bases and meta-databases, or even image sensors. A motorway company was
refused authorisation to set up this type of image sensor, capable of identify-
ing a car’s license number, in the name of the liberty of movement. New
telecommunications services also had to comply with the new norms. Distant
identification of minitel users without their knowledge, which could have led
to the creation of consumer profiles, was made technically impossible.8 A

France 115

8 Minitel is a videotex service available through telephone lines which was
launched in 1982 by the French public telecom operator and was extremely popular;
although largely upstaged by the internet, it still serves millions of subscribers.

 



medical analysis transmission system through minitel was not authorised, as it
did not offer all the necessary security safeguards. The respect of anonymity
was enforced for cable TV networks, just as the regulatory body made sure
subscriber identification did not constitute a requirement to setting up a
communication on integrated services digital networks.

Memory cards were subject to many experiments in the field of healthcare,
and were subjected to a number of conditions: prior information to users
regarding their rights, free consent to participate, sufficient security measures,
and requirement of a proper authorisation to access the contents of the card.

With the construction of the so-called information society and the develop-
ment of a worldwide network like the internet, adaptation has become increas-
ingly difficult. The possibility that the network offers for instant data transfer
from one place to another, all across the planet, limits the effectiveness of local
protection measures. The disparities between regulatory frameworks can only
entice operators to relocate their data processing operations in countries where
requirements are weakest. Faced with an unsatisfactory situation where, for
commercial reasons, internet users are closely tracked and subject to numer-
ous solicitations, CNIL has stepped in and asked professional operators to be
more respectful of internet users’ rights. It has hunted down spammers and, in
November 2002, referred to the public prosecutor cases against five of them.
That same year, the European Union passed a directive on privacy and elec-
tronic communications, in order to protect internet users from devices allow-
ing for personal data collection and conservation and to require prior user
consent for all commercial communications initiated by an enterprise.

Because of the insufficiencies of the existing legal framework, other forms
of regulation have been considered. In the year 2000, a French parliamentary
report suggested ‘co-regulation’ as a means to address problems brought about
by a worldwide network. Beside legislative efforts, the idea was to promote
the adoption of codes of practice or codes of ethics by business and to set up
quality labelling procedures. Such regulatory and self-regulatory efforts
cannot be sufficient however and the vigilance of internet users themselves
was also called for, as they were invited to enforce their own rights. Following
this report, an association called the Forum des droits sur l’internet9 was set
up in 2001, offering an environment for debate and proposals from all internet
stakeholders. Publicly financed and composed of a college of professional
agents and a college of users, the Forum holds no compulsory power. By
easing the dialogue between public agents, private enterprise and members of
civil society, it aims to contribute to developing civility on the internet and
especially at making recommendations regarding privacy on the network.
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PUBLIC OPINION

The Lack of Public Mobilisation

Only a minority – a little less than a third of the population – actually perceives
the threat that the expansion of information technology may pose for individ-
ual liberties, and that proportion rather tends to decline. In an opinion poll
carried out in May 1999 on a representative sample of the French population
(L’événement magazine, No 761, June 1999), 32 per cent of persons inter-
viewed considered that the development of computer technology aimed at
collecting nominative data constitutes a danger for liberties; conversely, 60 per
cent considered this development, which reinforces the security of citizens, to
be rather positive. Over 20 years earlier, in an opinion poll carried out in 1976
in similar conditions (Statistique et développement review, No 24, March
1977), 38 per cent of respondents considered that file computerisation was a
threat for privacy and democracy, whereas 51 per cent declared themselves in
favour of operations offering more efficiency and greater knowledge about the
population.

The population groups most sensitive to the threat in the latter investigation
were persons under the age of 25 or over 50, the categories with the highest
level of education and those rather ‘to the left’. The ‘computerisation and
liberties’ theme is too abstract a notion to attract widespread public attention.
Public opinion seemingly only becomes aware of dangers on an ad hoc basis,
when the press reveals particularly liberty-threatening data processing opera-
tions. Individuals perceive the drawbacks of data processing insofar as these
procedures touch them as workers, consumers, patients, welfare receivers or
tax-payers. In this respect, the thousands of complaints lodged to CNIL repre-
sent a precious testimony of the difficulties which arise from data processing
and the sometimes very adverse consequences it can have in a wide range of
areas. These complaints testify to the reality of the problems and the relevance
of an issue sometimes presented in too generic terms.

Data subjects are not very concerned with exercising any control over the
operations affecting them. The new rights which they were granted have for
the most part remained unused. For instance, the right of access, which was of
prime importance to the lawmakers, is used by a mere few hundred persons a
year. The lack of attractiveness of these new legal possibilities, the weight of
habits and a certain form of fatalism can explain such passivity.

Other explanations must also be considered, such as the lack of information
and the failure to understand what is at stake. The mainstream social discourse
does little to improve the situation, as it would rather emphasise the benefits
of new information technology than point to its drawbacks. In June 2004, a
study conducted by SOFRES, with a representative sample of the French
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population (25th CNIL activity report), showed that a third of French citizens
only had a vague idea of what CNIL represents, and no more than a fifth of the
population was aware of their rights concerning personal data collection and
use. In the end, the new rights mostly allow, at any time, the pondering of the
gap between an ideal, in which individuals would exercise control over their
data, and a reality in which they are far too often treated, unknowingly, as
mere informational objects.

Press Revelations and Militant Actions Against Processing

Some incidents raised a true media feeding frenzy, finding such sympathy in
the opinion that government was compelled to react urgently in order to calm
the waters. Databases used by police and the Ministère de l’Intérieur were the
principal targets of such campaigns. In June 1981, following an intervention
by the Human Rights League, media headlines revealed the existence of ille-
gal files held by the French Gendarmerie brigades. Contrary to the provisions
of the 1980 statute on criminal records, these brigades were keeping files list-
ing convictions in both the convict’s place of residence and his place of birth.
The news raised a ruckus. There was a commotion both in the public opinion
and the judiciary. The affair soon took a turn for the worse, provoking wide-
spread public outrage and legal confusion. A motion was presented to the
court; CNIL intervened, and so did the Minister of Defence. The Conseil
d’État finally had the last word, ruling that the Gendarmerie was in fact enti-
tled to keep such files.

Greater still was the agitation when, in February–March 1990, two
decrees were published on the processing of sensitive data by the French
Renseignements Généraux national security services. The controversy took
such a turn that the Prime Minister was forced to withdraw the texts, which
he had himself signed only days before. Incidentally, that particular contro-
versy clearly demonstrated a deep lack of understanding of the 1978 legisla-
tion by the public and its standard-bearers, since the decrees aimed to
legalise police conservation of sensitive data following a special procedure
before CNIL, with the processing purposes having been clearly established
and the most questionable aspects of the proposal having been set aside
beforehand. Various projects concerning ID card computerisation regularly
caused public outcry. A 1980 project was withdrawn in 1981, after the left
came to government and judged it contrary to civil liberties. Another project,
in 1986, met with heavy criticism on the same basis and was significantly
amended by CNIL. Another debate is currently being given press coverage,
following announcements of the introduction of an ID card containing
biometric elements. The media also relate on a regular basis the most spec-
tacular and scandalous data processing scandals: employee files including
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data concerning their sexual behaviour, worker surveillance, remote identi-
fication of minitel users or presence of spyware on computers, non-compli-
ance with stated purposes for data processing, creation of population
databases by local authorities and worldwide surveillance systems such as
Echelon.

Political parties, trade unions and consumer associations show very little
interest in the threat that the ongoing development of information technology
may pose to civil liberties. Frontal objections to computerised systems are
mainly raised by social and medico-social professionals or highly mobilised
pressure groups, preoccupied with the decline of liberties. Public administra-
tions have sought to modernise and rationalise methods and procedures via the
computerisation of the social and medico-social sectors. This computerisation
has met with considerable opposition from workers in these areas, who are
asked to manage systems which have been designed without their participa-
tion. The most significant example of this resistance occurred in the mid 1970s
with the setting up of a system named GAMIN10 by maternal and infant
protection services, which set off widespread militant opposition lasting
several years (Vitalis 1981). This system proposed medical and social moni-
toring of all young children, through the early detection of so-called ‘risk-
prone’ children, with their detection automatically carried out by machines,
using medical as well as social criteria! Directly responsible for applying the
new rules, doctors, social workers and child nurses considered that the
GAMIN system had a negative impact on their work conditions, while it failed
to serve public interest. Doctors’ unions questioned its usefulness for chil-
dren’s healthcare and considered it brought no improvement. Going even
further, the national association of social workers denounced it as an attempt
to introduce a police-like outlook in their professional activity. Beyond artic-
ulating a corporatist critique centred on their work conditions, these profes-
sionals considered GAMIN to be harmful to the concerned populations and to
be prejudicial to their freedom insofar as it was a means to discriminate, label
and classify individuals from their earliest years onward. Groups appeared all
over the country, demanding with increasing determination that the system be
shut down. They petitioned the Conseil d’État to that effect at the end of the
1970s, without result. It was only in June 1981 that the system was condemned
by an unfavourable opinion of a recently implemented CNIL, making that
decision one of its first.
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Over 20 years later, in the same sector, the same professional categories
were to engage in a new wide-scale militant struggle, questioning the ANIS11

software, which several départements12 had chosen to use. Also set up for
greater rationalisation and to improve management, this software enables the
establishment of a database on the people being assisted, which could be
shared by all concerned professionals through a network of remote computers.
All information concerning a family was therefore linked up in a single file!
As soon as this new approach was implemented, a pressure group created in
1997 and called Pour les droits des citoyens face à l’informatisation de l’ac-
tion sociale13 clearly stated its opposition. Composed of about 20 professional
organisations and trade unions, it demanded the removal of ANIS and similar
software, for reasons linked to professional practice conditions (reinforcement
of hierarchical controls, loss of professional secrecy, more bureaucratic
approaches with standardised and predefined replies), as well as because of the
dangers the system posed for assisted groups of population. These groups
would indeed have become ‘over-filed’ through a ‘social record’, containing
most sensitive data on psychological conditions and social integration chal-
lenges. Faced with opponents that would not let go, and although it had first
authorised the program in 1997, CNIL had to revise its decision. At the end of
1998, it asked the regional authorities concerned to redefine the data cate-
gories being used and to use anonymisation processes, while making sure the
database could not be accessed without proper control procedures.

As early as 1979, faced with the social dangers of computerisation, several
associations, representing various militant positions, had organised a one-day
seminar under a quite telling title: ‘Society against computerisation?’ That led
in turn to the launch of a periodical called ‘Terminal’ – another rather telling
title – in order to present arguments supporting opposition to a process that
was affecting the whole of society and define a common oppositional line. In
the following years, after this opposition to the computerisation of society had
ebbed somewhat, other ad hoc militant actions appeared occasionally. In 1995,
small and rather heterogeneous groups criticised the installation of CCTV
cameras in city centres, devices which they accused of going against the indi-
vidual’s freedom to come and go in public spaces without being observed. In
October 1997, a number of internet users set up an association called IRIS14
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in order to promote non-commercial zones on the net and the respect of
privacy. It was this association that alerted public opinion, after the adoption
of an act on interior security in November 2001, about the obligation that
internet service providers now have to keep trace of all traffic data for a period
lasting for up to one year.

By their very nature, freedom defence organisations such as the Human
Rights League or anarchist-inclined associations remain permanently on
guard, ready to intervene at specific moments, according to the threat
perceived. In this respect 1997 was an extremely critical year: the government
intended to take advantage of the 1995 European Directive transposition into
internal law in order to lower protection levels in the informatique et libertés
legislation; at the same time, a bill was being prepared that would authorise
data matching between fiscal and social service files. One could literally feel
oneself swept back 20 years into the past! In this context of urgency and in
order to face a very worrying situation, a pressure group called Informatique,
fichier and citoyenneté15 was set up by computer specialists, teachers and
legal professionals. As events had it, a change of political majority quieted the
concerns, although the issue of data matching remains on the agenda.

An Evolving Context and Changes in Public Perceptions

Towards the end of the 1970s, opposition to the GAMIN system within the
sensitive field of social assistance benefited from the support of a large trade
union like the CFDT and was favourably considered by the general public.
Twenty years later, in the same field, a similar type of opposition movement –
this time regarding the ANIS software – gathered little response among the
public and could only count on weakened unions. In between time, it is clear
that the general context and public perceptions have changed. Two very differ-
ent periods must be distinguished in this regard (Armatte 2001; Terminal
2002; CREIS 2004).

The 1970s and 80s were the heyday of a critique of a computerisation
process serving the ruling interests. The only machines available at the time
were large computers, used by specialists, and were exclusive to large organ-
isations that could afford them. In an era of heated political combat, unions
and opposition parties mainly criticised the use of computers which prioritised
capitalist interests and in their view failed to take into account popular needs.
From a liberal or libertarian viewpoint, transcending the classic left/right
opposition, the increase in power for the state and its administrations resulting
from computerisation was also being criticised. All in all, an Orwellian vision
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prevailed and portrayed a computerised state which henceforth would hold in
its hands the means to generalised population control. It is in that context that
the legislation on computerisation and liberties was adopted in 1978.

A second period was to begin with the development of the use of micro-
computers among the greater public and the expansion of network communica-
tion. It became apparent that information technology could serve all sorts of
interests, and not only those of large organisations. Towards the end of the 1990s
one began to observe the emergence of a true technophilia, which sees informa-
tion networks and technologies, especially the internet, as a means of regaining
strong economical growth and establishing a new basis for social progress.

The promotion of a so-called ‘information society’ systemised this
favourable preconception by turning the growth of informational technology
and networks into an articulated vision for the future of society. At the same
time, economic globalisation and its underlying neo-liberal ideology contin-
ued to undermine and weaken the state’s legitimacy and powers. This weak-
ened state appears less frightening. The threats are increasingly amorphous
and difficult to identify in an environment saturated with control technologies.
With the economic hold ever more important, collection and use of consumer
data become the new focus of critical attention (GRID et al. 1986). In order to
be able to offer goods and services that are adapted to the needs of the indi-
vidual, companies must establish in great detail his or her identity, behaviour,
tastes and preferences. The results are the setting up of consumer mega-data-
bases, minute internet-user monitoring and the development of a nominative
data market. Indeed, such data has now become of prime strategic importance
for commerce. It is no longer Big Brother which is the threat, but a multitude
of Little Sisters, who wish only for the individual’s own good and are
constantly contacting them on the basis of their in-depth knowledge of indi-
vidual personality and preferences. These changes in the very nature of the
threats have put opposition groups in a difficult position. Moreover, the highly
technical nature of questions also limits the amount of people who are actually
able to participate in debates, as the low participation in discussions concern-
ing the adaptation of the protection regime or regulatory measures to be intro-
duced on the internet in order to safeguard privacy has shown.

NATIONAL CULTURE AND TRADITIONS

A Single Personal Identifying Code at the Centre of Debates and
Legislation on Data Protection

A single personal identifier makes data matching a lot easier. Some countries
have adopted this type of identification; others have not, even going as far
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as to make such an identifier unconstitutional. The French situation is inter-
mediate: although a single identifying number has been set up, the NIR,16

more often called the ‘social security number’, its use is strictly controlled.
The use of this number has always figured at the heart of the computerisa-
tion and liberties debate and, in the early 1970s, the concerns raised by NIR
computerisation sparked the adoption of measures aiming at protecting
privacy.

The reason why this identifying code has proven to be such a sensitive issue
in France is that, unlike in other countries, the number is not randomly gener-
ated but rather provides information on the bearer’s sex, age or place of birth,
all of which takes one back to a dark period of French history: the pro-Nazi
Vichy regime, which first set up the personal identifying code in 1941
(Hoffsaes and Vitalis 1995). Fortunately, this identifying code, established by
the demographic services of occupied France, was not used by the occupying
forces and therefore did not have the dramatic consequences it could have had,
although some doubts still remain to this day in that regard. Officially, in 1941,
this number was supposed to help in reconstituting administrative files that
had been damaged in the course of the war and to collect statistics on the popu-
lation’s condition and labour potential. The true aim of the registration process
was in fact of a military nature: statistical pretexts served to camouflage (from
the German invader) the reconstitution of a military census, which might one
day be used in order to mobilise a new French army. A far less honourable
aspect of this registration system was that it also constituted the basis of a
deliberately racist profiling of the population. The first number of the code
associated the person’s sex with data regarding one’s religion, nationality or
geographical origin. The ten values of this first number could be read as
follows: 1 or 2 for French citizens, 3 or 4 for natives of colonies (with the
exception of Jews), 5 or 6 for indigenous Jews, 7 or 8 for foreigners, 9 or 0 for
ill-defined statuses.

Cleared of all reference to race or religion, the code was subsequently used
by the welfare state. First adopted by social security administrations in order
to manage namesakes, it gradually became commonplace before turning into
an essential management tool. At the beginning of the 1970s, however, its
computerisation suddenly alerted people to the dangers of digital identifica-
tion. Insofar as there were other methods allowing data matching, the digital
identifier was kept, but its use was strictly monitored under the 1978 legisla-
tion: a provision clearly stipulated that the use of the NIR required a décret en
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Conseil d’État17 adopted on the basis of a CNIL recommendation. Over the
years, CNIL’s commitment to limit the use of that identifier has as often as not
been less than well-appreciated and governments and parliaments more than
once tried to shove it aside. Changes to the legislation in 2004 finally
restrained CNIL’s powers in that area.

The Exercise of an Independent Regulatory Power within the French
Administrative System

A new institution for a new era, CNIL, with both regulatory powers and a
good-sized staff, was the first ever independent administrative body to be set
up in France. Its creation entailed a significant institutional innovation that
was a direct blow to the French politico-legal tradition, used to a tripartite
distribution of powers between the executive, legislative and judiciary. The
main characteristic of the new institution is its independence, guaranteed by
the way its 17 members are chosen. This independence and its being apart
from the three traditional powers appear to create a specialised fourth power,
which is difficult to accept and to apprehend within the national administra-
tive system (Vitalis 1993).

CNIL has been put in the dock over two concerns: some doubt the reality
of its independence and its actual capacity to weigh in on decisions; others
question the legitimacy of its powers. According to the first group of detrac-
tors, the Commission lacks the means required for an effective intervention.
It provides a justification for data processes, without being able to really
safeguard the rights of data subjects. We would therefore be faced with a
manipulation and camouflage operation providing significant symbolic
benefits, but without any real influence on the course of events. Rather than
actually being a counterweight, the Commission is therefore seen as acting
as a power relay in a sensitive area that necessitates new modes of interven-
tion. It would be incapable of opposing the prevailing logic; it could merely
propose the odd adjustment in order to make this logic seem less repulsive
and more acceptable for the public. Its intervention would therefore be nega-
tive on the whole: it prevents direct action by data subjects, feeding a false
illusion of safety and keeping them from becoming aware of the situation
and taking appropriate action.

The second form of criticism does not focus on the effectiveness of the
regulatory body, but on its legitimacy to act in the stead of more legitimate
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authorities. That the existence of a counterweight might discount the unitar-
ian logic of the state apparatus inspires concern in a country where regalian
interests are often considered as overcoming all others. French political
thinking holds a view of democracy which emphasises popular sovereignty
and public will. It is difficult to apprehend an independent administrative
authority within a tradition which considers universal suffrage elections and
allegiance to a traditional form of state to be the only foundations of legit-
imacy. It is no surprise therefore that concern would be expressed regard-
ing possible plutocratic drifts or even the eventuality of a ‘wise-men’s
government’. This new institution is thus seen as lacking the legitimacy of
a parliament democratically elected through universal vote and of a govern-
ment that proceeds therefrom. Nor does it have the legitimacy of a judge
whose independence is traditionally recognised and constitutionally
approved. Neither does it have the legitimacy of traditional administrative
bodies, which develop impersonal rules and are subject to political power.
Any true independence accorded to such a body can only be at the expense
of stripping it of all power and leaving it only with some capacity for
persuasion.

These two forms of criticism, while utterly irreconcilable, have not
necessarily been unfounded. CNIL has sometimes shown itself too lenient
with data controllers, issuing favourable opinions regarding processes
which, in the social sector for instance, then met with strong opposition. On
the other hand, its intransigent attitude and will to extend its prerogatives
have led to conflicts with established powers and organisations, which then
questioned the grounds of its intervention. Nevertheless, on the whole,
these two pitfalls have been avoided. Over the years, CNIL has become a
respected institution whose status and means have been consolidated with
the 2004 legislative amendments. Slowly but surely, it has been able to find
its own place and gain acceptance from other powers by turning to
approaches which are more educational than repressive. Aware of its
limited means, the Commission has favoured compromise instead of frontal
opposition. Adopting a unanimous position on an issue has also proven to
be another way of consolidating its position. Consensus is all the more
effective in that it expresses the common position of the 17 members, form-
ing a sort of ‘Academy of liberties’.

Although CNIL has elaborated flexible and original methods of interven-
tion, it partakes in a classical administrative culture which has harmed its
effectiveness (Flaherty 1989). Regarding logistic, financial and staffing
problems, the strings were never cut with a state that did not always grant
the Commission the resources it needed. The Commission’s composition
leaves too much space for that classical administrative culture. Among its 17
members, who are politicians, high-ranking magistrates and qualified public
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figures, none are representatives of pressure groups and associations or of
information technology professionals. This administrative culture shared by
the majority of its members certainly accounts for deficiencies in terms of
public information, as well as for a lack of implication in debates and contro-
versies surrounding ongoing and significant computerisation projects. The
institution’s excessive centralisation also reflects a long Jacobine tradition.
CNIL is exclusively based in Paris and does not have any regional offices
outside the capital.

The Influence of Foreign Legal Cultures

During the preliminary discussions prior to the adoption of the 1995
European Directive on data protection, various legal traditions (Latin,
Anglo-Saxon, Germanic . . .) were compelled to come together so as to lead
to a common draft. While many principles and procedures used in the French
legislation found their way into the European text, the latter also includes
other contributions. It is therefore unsurprising that such contributions then
found their way into the French legislation as modified in 2004 to take the
Directive into account. For instance, these amendments introduced a
German institution which was totally unheard of in French law beforehand:
the data protection correspondent. Established in 1977 in Germany, this
correspondent, although chosen by the data controller, is responsible for
enforcing with complete independence the controller’s internal rules, for
keeping a data processing registry and for making sure therefore that
processings do not breach the rights and liberties of data subjects.

This institution, which clearly bears the mark of an auto-regulatory
approach, is closely related to the German co-management culture. Insofar
as it reduces preliminary formalities, this measure can help deal with the
proliferation of files and computerised systems in organisations. Adapting
such an institution in France will take time however, particularly since the
idea of a correspondent is far from being unanimously accepted. A number
of experts consider that adopting such an approach lowers the level of
protection since they fear the correspondent’s independence is not properly
guaranteed. Whether a company employee or a freelance agent, this person
is paid by the data controller and the question arises whether, in the absence
of a professional order or a code of ethics, the correspondent could disobey
an order from the controller’s management. There is therefore a concern that
large enterprises which can afford a correspondent will be advantaged and
will quite lawfully escape the oversight of CNIL, which will remain unin-
formed of the creation of thousands of databases.
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WINNERS AND LOSERS

Political Interventions to Make the Regulations Less Restricting

Not only have political powers acted to lift specific constraints but, turning the
transposition into internal law of the 1995 European Directive into an oppor-
tunity of sorts, they have called into question the protective regime as a whole.

The NIR code was at the core of an unremitting struggle between CNIL on
the one hand, seeking to limit its use, and government and various adminis-
trations on the other, which sought to broaden its circulation. CNIL’s restric-
tive doctrine concerning how that code could be used was very quickly
criticised by a number of administrative officials. For instance and after CNIL
had objected numerous times to the use of the NIR for its surveys, the Institut
national de la statistique came to the view that CNIL’s doctrine conflicted
with the interests of statistical research. For its part, the fiscal administration
considered that it made tracking down fraudsters more difficult. Starting in the
mid-1990s, government and parliamentary circles have tended to consider that
NIR-based data matching within the public administration would increase
effectiveness in implementing public policy. Those views led to an attempt at
stepping backwards and rehabilitating the notion and practice of data match-
ing. In November 1996, a report issued by the Conseil d’État in preparation
for the EU data protection directive transposition went as far as advocating a
broad extension of the use of NIR and proposed to eliminate CNIL interven-
tion in that area. In 1997, a bill was proposed to permit data matching between
fiscal and welfare databases using the NIR. In November 1998, a parliamen-
tary amendment, tabled during discussion of a finance bill, would have
allowed data matching between all fiscal databases in order to combat fraud,
using yet again the NIR.

The intervention of the Conseil constitutionnel allowed CNIL to limit the
scope of this operation, by establishing a distinction between case-by-case
consultations of the NIR registry for verification purposes on the one hand,
and massive data matchings using the NIR on the other. After the 2004 legisla-
tive amendments, it is unclear whether the Commission is still able to oppose
the extension of the uses of the national identifier. Today, some experts and ex-
members of CNIL consider that the legislative modification has lowered the
level of protection and reduced possibilities of controlling public files, partic-
ularly those dealing with security and public safety. Whereas beforehand,
CNIL needed to issue a favourable opinion prior to some types of operations
being allowed, it is now merely required to offer a reasoned opinion which
must be made public. The data processing under consideration may then be
implemented, whether that opinion is favourable or not.

By repealing section 12 of the Informatique et libertés legislation through
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an act adopted on 11 March 1988 concerning the financing of political parties,
political circles clearly privileged petty corporatist interests. This repeal,
which allows extended communication of electoral lists during periods other
than electoral campaigns, was obviously guided by financing and propaganda
interests rather than by the wish to preserve data confidentiality.

Regulation of video-surveillance systems in public areas has been taken out
of CNIL’s hands, although the Commission considered itself competent
(Heilmann and Vitalis 1996). Following a recommendation from the ministre
de l’Intérieur, the Balladur government was able through legislation on secu-
rity issues adopted in 1995 to establish a distinct regime, which delegates the
greatest part of regulatory powers in that area to prefects, assisted by depart-
mental commissions. Even though its ability to intervene was marginalised,
the means of monitoring video-surveillance practices established in the 1995
statute were largely inspired from CNIL recommendations (information to
citizens, limitation of the period during which data may be kept, access rights).

The preparation of the transposition of the 1995 EU Directive on data
protection allowed political authorities to criticise CNIL’s role and vent their
hopes of remodelling data protection on a less constraining basis. A report
commissioned from two members of the Conseil d’État at the time is most
significant in this respect. The authors of this unpublished report, handed to
the government in October 1996, considered that the protection regime as it
had evolved no longer truly corresponded to the legislator’s intent back in
1978. They faulted CNIL for having an overbroad conception of its role, lead-
ing it to seek an increase of its control over private sector activities and to
become a joint decision-maker regarding public sector activities. Fearing
unpopularity as the issues touch highly sensitive individual freedoms, govern-
ments would have been politically unable to decide against unfavourable
CNIL opinions, even though the legislative framework allowed them to. That
would have resulted in turn in difficulties and delays to government action, but
also in the creation of a non-regulated sphere, since a great number of data
processing activities had not been duly declared because of the associated
constraints. Starting from the provisions of the European Directive, the report
recommended a full review of the framework so as to make it less constrain-
ing, especially with regard to fichiers de souveraineté18 and data matching
programs involving databases from different administrations, as long as they
came under a well-defined public interest purpose. Lost elections and the insti-
tution of a left-wing coalition government reshuffled the cards, however, and
put an end to that project.
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Reducing and Bypassing Data Protection in some Professional Sectors

Three sectors are characterised by a use of computerised technology that is
only lightly constrained by the new data protection norms: the police, the
fiscal administration and the banking sector.

One of the most threatening sectors for individual liberties, police activity,
is paradoxically one of the least controlled. In the name of raison d’État and
France’s regalian tradition, the police are often exempt from ordinary obliga-
tions. The Informatique et libertés legislation bears the mark of this police
exception. All data processing activities concerning state safety, defence and
public security benefit from a less burdensome framework. For the police,
files and databases have always represented essential tools, just as they repre-
sent a threat to citizens’ civil liberties. The computerisation of these files,
aimed at increasing police effectiveness, worsens the threat. The list of police
databases has only grown longer in the last few years, as they multiplied. To
the ‘classics’ such as the files held by the Direction de la sécurité du territoire
(DST), and the Renseignements généraux (RG) or the ‘Most Wanted’ and
antiterrorism databases were added STIC19 (with records on 5 million
people), the national genetic profile database, the database concerning persons
agreeing to shelter foreigners, the visa claimants’ fingerprinting database and
soon, perhaps, any number of databases related to the new biometric ID card.

Control over these databases is all the more tenuous in that severe inroads
have been made into the protective framework by legislators and that the
applicable rules have been poorly applied. The legislation stipulates that data
processing can only be implemented on the basis of a statutory decree, taken
after CNIL consultation. For data processing activities set up before 1978, the
legislation provided a period of two years during which the administration was
supposed to take the necessary decrees. It sometimes took over ten years for
the main police and defence databases to be regularised: defence, foreign
safety and territorial surveillance databases were only put in order in 1986, RG
and antiterrorism databases in 1991. In 1986, in accordance with the law,
statutory decrees authorising data processing were not published and thus
escaped public scrutiny.

So that sensitive data can be included in such databases, the act also allows
derogations through the adoption of a décret en Conseil d’État taken after
obtaining a favourable opinion from CNIL. Thanks to that provision, the
Commission became in effect a joint decision-maker and was therefore able to
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request that some rules be implemented: manual records may not be kept with-
out some control, nominative lists must not be established on the basis of
sensitive data, proper authority is needed in order to have access to files and
databases must be regularly updated. This power granted to the regulatory
authority explains why authorisation procedures could take several years,
since the Commission would provide a favourable opinion only after having
obtained guarantees over the implementation of a minimal safeguards through
preliminary negotiations.

This process explains the existence of many illegal police databases. With
its principle established by legislation adopted in 1995, the STIC mega-data-
base, listing all persons having been concerned in a penal procedure, was set
up that very year, although the decree authorising the system was only taken
in 2001. In order to by-pass the hurdle represented by the regulatory body,
the government occasionally chose the legislative path, as it did when setting
up the national genetic database for persons having committed sexual
offences. The 2004 legislative amendment has now removed all existing
obstacles. CNIL has lost whatever joint decision-making powers it might
have had regarding the creation of such a database. It is still required to
express an opinion, which is made public, but the government may decline
to consider CNIL’s views. This marginalisation of the Commission may be
all the more prejudicial since data processing for security purposes tends to
be on the rise.

One last relaxation of the protective framework concerns individual access
rights to police files, which can only be exercised indirectly. The legislation
requires that the access request be dealt with by a CNIL magistrate. This indi-
rect procedure is frustrating both for the individual, to whom the contents of
the file is not always transmitted, and for the magistrate, who is quite often
only given access to incomplete information. There are only100 such requests
per year. Following the setting up of STIC in 1995, and after it started being
used in pre-hiring investigations related to certain positions, the number of
requests rose sharply. There were 671 requests in 1999, which led to 1100 veri-
fications, since one individual can be listed in several files; five years later, in
2004, the number had risen to 1970, with 2500 required verifications. All in
all, since it was set up, CNIL has received around 10,000 indirect access
requests and has undertaken 17,000 verifications which, in many cases, led to
the erasure of inaccurate data. It is worthy of note that internationalisation of
police files (Interpol, Eurodac, Shengen information system and Europol files)
does nothing, despite the safeguards provided, to simplify control (Elmajzoub
2004).

The fiscal administration has turned to computerisation more systemati-
cally than any other. All its large national databases have been computerised
in order to better establish and manage the different taxes it collects. In order
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to better assist fiscal controls, it has also set up diagnosis support and collec-
tion support programs. These various data processing systems all comply with
the individual’s right to privacy and the new rules concerning personal data
protection. The decisive advantage that this administration benefits from,
considering the restrictions these rules establish, is not obvious at first. It takes
the form of a right to disclosure, which allows the fiscal services to access –
and, if necessary, copy – information that was not primarily intended for their
use. When a data process is set up, the legislation requires that a list of users
be drawn on the basis of its purpose. Its status of ‘authorised third party’
exempts the fiscal administration from the requirement to figure on such a list
even though it may access the data for a purpose wholly different from the one
which was declared by the data controller.

With the multiplication of centralised systems and the development of their
processing capacities, this right to disclosure has become of prime importance.
Without anyone quite realising what was happening, the investigatory powers
of the fiscal services have hugely increased. CNIL stepped in to ensure that
access to databases be restricted to a case-by-case basis and therefore to avoid
the transmission of whole databases or chunks thereof. This temptation
remains strong, however, as shown by the tax administration’s attempts, in
1991 and 2004, to access the Canal+ pay-TV subscriber database in order to
track down fraudsters who were not paying their audiovisual tax. Since 1997,
such fraudsters have also been sought through the dwelling tax. This crack-
down on fraud explains why data matching is of such interest for the fiscal
administration. Although the tax services stopped using the NIR for taxpayer
identification in 1984 at CNIL’s request, they have repeatedly requested to be
allowed to use the NIR ever since.

As private law undertakings, banks benefit under the 1978 legislation from
lighter prior requirements regarding data processes, which simply need to be
notified to CNIL. Control is therefore somewhat undermined. Banks, which
are massive users of nominative data and hold considerable powers, showed
very early on their reluctance to bow to CNIL’s control over their practices.
The Commission’s decisions have constantly been attacked in court, espe-
cially when it set standards concerning ‘scoring’ techniques and behavioural
segmentation (Huet and Maisl 1989).

As soon as the 1978 legislation came in force, CNIL turned towards a
sector well known for its extensive use of nominative data, either for account
management, canvassing-related profiling or borrower risk assessment. After
consultations with the industry, the Commission drew up two simplified stan-
dards in order to streamline preliminary declarations concerning account and
loan management. The latter standard also specified the type of information
that could be processed and forbade data transfers to third parties. It also indi-
cated that an annex to each declaration must describe the factors used by the
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scoring technique used for automated risk evaluation and prohibited using this
technique to fully automate the credit decision. Following several complaints,
CNIL undertook audits which revealed that the standard had not been applied:
data had been shared between credit providers, information had been added to
files and the provisions regarding scoring techniques had been ignored.
Moreover, delinquent debtor files had been set up without providing legally
required safeguards.

In 1985, after consulting again with the industry, CNIL modified the stan-
dard in order to exclude scoring techniques and make them subject to an ordi-
nary declaration. At the same time, it published a recommendation guiding
banking establishments on their obligations in the field of data protection:
providing information to customers regarding their rights prior to obtaining or
using data, disclosure of reasons for refusing loans, compliance with limits
regarding the conservation or disclosure of data pertaining to borrower delin-
quency. Yet again unwilling to apply either the simplified standard or the
recommendation, several banks referred the matter to the Conseil d’État,
claiming CNIL had acted beyond its powers. The resistance of the banking
sector paid off, as CNIL then altered its stance in a way agreeable to the indus-
try. The period during which data could be kept was revised; credit providers
being of the view that there is no ‘right to credit’; disclosure requirements to
customers who are denied credit were reduced. The Commission subsequently
reaffirmed the ban on banking establishments to use data that did not originate
with their commercial relationship with the customer, and especially sensitive
data. A recommendation on credit, updated in 1998, requires banks to provide
CNIL with the parameters used for scoring so that it may exercise some
control. For instance, nationality cannot be used as a discriminating criterion
by granting for instance, as had been observed, ten points to French nationals
or two to EU nationals, and taking away ten points from other foreigners. Once
again, CNIL’s decision was challenged as exceeding its powers and, in 2001,
the Conseil d’État quashed it.

Following a complaint lodged in 1993, CNIL attempted to monitor behav-
ioural segmentation techniques, which consist in establishing client profiles
based on analysis of their accounts. These sometimes questionable profiles
being potentially discriminatory, the Commission specified that they could not
base automated decisions and that customers were entitled to be informed of
both the information and the reasoning behind a negative decision. It also
concluded that as customers have access to all the data concerning them, they
could also know which segment they were put in. This last conclusion was
strongly opposed by the bank involved in the complaint but its claim before
the Conseil d’État that the Commission was exceeding its powers was denied
in 1995, the Conseil siding with the Commission.
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Recognised Data Protection in Other Areas of Society

The new data protection rules provided a legal basis for professionals of the
social sector who were seeking to protect the secrets of assisted persons and
limit administrative indiscretion. While they could not prevent increased
workplace control based on new information technology, they at least
succeeded in preventing some abuses.

In the social and medico-social sector, concern over the protection of data
confidentiality existed even before the adoption of the 1978 legislation. In the
late 1970s, doctors and social workers opposed automated data processing
systems which worsened working conditions for personnel bound by profes-
sional secrecy and, above all, placed assisted persons at risk of discrimination
as their handicaps became less thickly veiled. The adoption of the
Informatique et libertés Act was to provide a stronger foundation to their
struggle as well as an a posteriori acknowledgment of its relevance.

In 1981, the recently created CNIL issued an unfavourable opinion regard-
ing the GAMIN national system designed to identify so-called ‘risk-prone’
children, and so brought to a close a controversy that had lasted several years.
Almost 20 years later, doctors and social workers once again raised issues with
new and decentralised systems, now based on a network architecture and data
sharing. The watchfulness shown by these professionals made it possible to
limit ‘overcoding’ of the populations, by nature fragile, that require support
and to step back from methods such as profiling, distributed computing and
database multiplication in an area where human contact must remain essential.
A pressure group called Pour les droits des citoyens face à l’informatisation
de l’action sociale,20 set up in 1997, and which is largely composed of profes-
sionals, advocates for a computerisation of data related to social action that
shows respect for people’s rights. Its actions facilitate CNIL’s oversight of
compliance with the legislation and have sometimes prompted the
Commission to show more firmness.

The multiplication of assistance and social integration mechanisms
throughout the 1990s has led to increased control over the most destitute
people, in order to monitor their resources and fight fraud. CNIL has been
unable to oppose either the creation of numerous databases including infor-
mation on those persons or data sharing between the organisations involved in
that sector: prefectures, local councils, communal social action centres or
departmental directions of social and sanitary action. It ensured, however, that
those processes would come with appropriate safeguards, regarding in partic-
ular the relevance of recorded data and the length during which it could be
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kept, security measures and proper information to affected people. It some-
times put a stop to inquisitiveness by issuing unfavourable opinions. For
instance, it opposed a project thought up by a local council which sought to
undertake a non-compulsory statistical survey so as to be the first to gather
data on the population benefiting from the revenu minimum d’insertion
(RMI).21 The survey intended to collect data on respondents’ membership of
political associations or their inclination to contact a clergyman in case of
hardship. Very specific health-related questions went as far as enquiring
whether and when the person had undergone a gynaecological examination.

In other areas and especially in the public sector, over which CNIL can
exert more oversight, computerisation took into account data protection,
which thwarted some projects. Telecommunications provide a quite telling
example. While managing an infrastructure of prime importance, the telecom-
munications industry carries out large public investment programs, imple-
ments new technologies or markets phone directory data. Data protection is
involved in all such activities.

Following a 1985 request by the Direction générale des télécommunica-
tions, CNIL determined the conditions associated with the use of automatic
diallers, subjecting message transmission to written prior consent by
addressees. On integrated services digital networks (ISDN), it opted for free-
dom of choice, a position that went against the telecommunications adminis-
tration’s wish systematically to provide caller identification (Caller-ID) to the
called party so as to allow them to manage incoming calls and deter malicious
callers. Based on respect for individual freedom, CNIL’s advice in another
area was followed, with important consequences for the future. The develop-
ment of activities related to phone directory data marketing and the creation of
new types of directories sharply raise the issue of the right of the subscriber to
object to having personal data so peddled. The regulatory body authorised
phone data marketing but imposed a number of conditions: the subscriber
must be able to oppose inclusion of his own data; the database as marketed
must only enable sorting by alphabetical, geographic or professional criteria;
and the purchaser must be made aware of the restrictions associated with using
the list. In 1987, CNIL strictly limited directory improvement through the
addition of information on services and types of terminals used by subscribers.
Again in 1987, it forbade business database ‘improvement’ through data
matching with directory data, which would have essentially served telemar-
keting purposes. In 1990, CNIL issued a negative opinion following a request
by France Télécom, which hoped to use the full phone subscriber database
(including the liste rouge of unlisted numbers) to promote its own products.
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Lately, CNIL has also called into question the traditional way of doing things,
according to which a subscriber is in the directory unless he or she requests to
be unlisted, by concluding that universal directories should only include data
from mobile subscribers who expressly request their inscription. Legislation
on electronic commerce which was adopted in 2004 endorsed that position.

INFORMATION FLOWS AND RESTRICTIONS

Abuses flowing from what information technology has to offer frequently
dictate the shape of protective efforts, as is clear in the consumer protection
and labour fields. Businesses using those technologies for commercial or
surveillance purposes quickly find that the new possibilities come with new
constraints. It is also possible, however, to ensure that technical innovation
better serves the individuals’ control over their personal data, as happened in
the health sector.

Direct marketing is especially adapted to increasingly personalised
consumer habits. It supposes knowledge about the targeted individual and the
use of sophisticated information technology. It represents a highly asymmetric
form of communication and is often perceived as an aggression and an intru-
sion into the right to be left alone. With e-marketing and even more with spam-
ming, its most questionable iteration, such aggressions and intrusions have
become unbearable (Belloeil 2001; Barrier 2003). Spamming is email’s true
bane. After capturing millions of email addresses, numerous businesses take
advantage of the possibilities provided by the internet to harass consumers
with unsolicited advertising. Spamming, which has spread in France just as
elsewhere in the world, cares nothing for borders: in fact, most spam messages
sent to French internet users are in English.

The genuine pollution of the network by messages whose content is often
illegal and whose deletion wastes significant time has sparked reactions. The
French internet service provider association has decided to shut off customers
known to be spammers. CNIL ran an anti-spam campaign in 2002, opening a
‘spam box’ to which internet users were invited to transfer unwanted messages
which clogged their in-box. The European legislator stepped in, followed by
the French parliament. In the context of the review of the 1997 telecommuni-
cations directive, a new Directive on Privacy and Electronic Communications,
adopted in July 2002, extended through its Article 13 an opt-in regime to the
use of email for direct marketing purposes. This clarification put an end to
restrictive interpretations of a provision in the 1997 Directive which set aside
the opt-out regime and superseded the 1995 data protection Directive, whose
section 14 creates an ‘opt-out’ right regarding data processing for business
purposes and data transmission to third parties. The new regime does not apply
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where a subscriber’s contact details have been obtained in the context of a
business relationship with the entity that would use them, but the subscriber
may oppose subsequent uses of his or her email address.

The 2002 Directive was transposed in France by legislation adopted in June
2004 on ‘confidence supporting the digital economy’, which some have nick-
named the ‘anti-spam’ legislation. Like the European text, the legislation
forbids business email-based direct marketing using a physical person’s
contact details unless that person has expressed prior consent to receive such
messages. The legislation specifies that such consent, which must be express,
may not be drowned in general sale conditions. Direct marketing profession-
als, who had already adopted a code of ethics in 1993, drafted a new code in
2005 to reflect these new legislative provisions. This code, approved by CNIL,
provides examples of consent procedures, such as checking a box on data
collection forms. Those measures should surely limit email commercial
harassment even if they cannot completely block messages which scoff at
national borders.

Information technology’s progress provides employers with a broad range
of workforce control procedures (CNIL 2001). Abuse has happened, especially
with regard to staff evaluation and the monitoring of daily life in the work-
place. Video-surveillance cameras installed in large commercial retail stores in
order to monitor customers are also used in order to keep an eye on staff,
although that purpose is seldom acknowledged. Video-surveillance is often
used as a work and productivity control tool, as several dismissal cases taken
to court have shown. Under the pretence of business security requirements,
microchip cards and electronic badges are imposed upon workers and soon
become a means of recording the employee’s every movement. Private branch
phone exchanges (PBX) allow for thorough control of telephone usage. With
email communications, the potential for indiscretion increases tenfold.

The 1972 and 1992 statutes on labour relations postulate that, as a citizen,
the employee is granted fundamental rights that must be enforceable within
the enterprise. All the provisions of the Informatique et libertés legislation
apply to any personal data processing which requires notification to CNIL.
The comité d’entreprise22 must be informed and consulted prior to any deci-
sion introducing technology that might be used to control employee activity.
Two fundamental principles have emerged that guide the use of such technol-
ogy: a transparency and information principle, and a proportionality principle
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(Lyon-Caen 1991). The enterprise is thus allowed to monitor private use of
internet by employees at work, as well as their phone conversations, provided
that employees have been informed beforehand and that the methods applied
are proportional to the purposes for which they have been introduced.

Medical data is extremely sensitive information that can cause discrimina-
tory behaviour in the employment and insurance areas. It is therefore strongly
protected: the data protection framework creates a specific regime with rein-
forced safeguards, while doctors are bound to professional secrecy. This
framework complicated the use of such data for epidemiological research,
which led to legislative changes in 1994. The institution of a fully comput-
erised personal medical dossier (the ‘DMP’), which proceeded from the
August 2004 amendments, marked a significant change in the way protection
is conceived. Whereas up to that moment responsibility rested primarily on
health professionals, who controlled the files where health data was kept,
henceforth the patient stands as the prime person responsible. Legislation on
the rights of patients and aiming at improving the quality of the health system
granted patients a direct right of access to the DMP in 2002, thus eliminating
the previous indirect access policy, which reserved direct access to doctors.
Henceforth, the patient may have complete access to his or her own file
through the internet. Moreover, patients are granted the right to control the
access of health professionals to their file.

The creation of the DMP, which should be finalised by 2007, aims at
getting the very best out of information technology in the field of healthcare.
It is part of a European Commission plan of action to establish a European
online health community. The aim is to improve the quality of healthcare and
the productivity of medical workers, as well as to increase the information
system’s rationalisation. The DMP, which carries all the patient’s antecedents,
will be stored on the internet by an authorised host, which must demonstrate
high proficiency in the fields of data safety protection and confidentiality. The
micro-chip Vitale card, currently used for social security payments, will act as
the key allowing access to one’s file. Its next versions will contain a zone stor-
ing the information most necessary in the event of a medical emergency. The
patient will give the doctor his or her card in order to allow access to the DMP
and that authorisation will be needed for the professional to be paid by the
health insurance regime.

Data protection is obviously a critical issue in such an environment. There
are safeguards provided by the legislation regarding access to the DMP. For
instance, it will not be available for occupational medicine purposes or where
a contract requires a health evaluation from one of the parties. Moreover, any
commercialisation of the individual’s health data is banned: ‘Any financial
transaction based on nominative health data, including transactions taking
place with the consent of the person in question, is forbidden and would
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constitute a reprehensible offence, with regard to article 226-21 of the Penal
Code’. Doctors’ unions have nonetheless challenged the very purpose of the
DMP from a medical point of view, while other critics have pointed to a
number of issues it raises regarding the preservation of medical secrecy in a
health system that favours data sharing among a wide range of professionals
and where computerisation, insofar as it makes access easier, increases poten-
tial risks for unauthorized disclosure.

FUTURE PROSPECTS

The international dimension of the issues surrounding computerisation and
liberties is acknowledged in the first article of the 1978 French legislation,
which declares that the development of computerisation must take place
within the framework of international cooperation. The absence of rules or
their disparities obviously represent a threat for individuals’ privacy, as ‘data
havens’ can always welcome underhanded data controllers. With economic
globalisation coupled to the development of information technology, state
sovereignty over its territory is no longer what it used to be. The internet
starkly illustrates how difficult it is to control the circulation and use of
personal data on a planetary network. Behind the widely shared dream of a
global information society hides the spectre of a surveillance society which
has yet to be adequately considered (Campbell 2001).

Since 11 September 2001, numerous security-related information systems
have been set up in the name of the fight against the terrorist threat. France
saw new processes being created one after the other: access to the national
police antecedent database was extended to support administrative enquiry
purposes, the national genetic print database for sexual offenders now includes
all persons suspected of a variety of other offences, a database collects the
fingerprints of all visa applicants and another keeps track of French or foreign
persons agreeing to shelter foreigners. The ‘Interior Security’ Act of 11
November 2001 compels internet service providers to retain all traffic data for
a period of up to one year. An antiterrorist bill currently under discussion in
Parliament would require the collection of more personal data (video-surveil-
lance, transport data, telephone communications and internet traffic data). The
European Union opted on 2 December 2005 for the adoption of a directive
making the retention of certain telephone and electronic communications data
compulsory. In the USA, directly after the 9/11 tragedy, the adoption of the
PATRIOT Act showed how security considerations can overshadow all others.
The ‘Total Information Awareness’ project (TIA), elaborated by the Pentagon
and which Congress refused to support financially on 26 September 2003,
illustrates just how far these considerations can lead. After all, the plan was to
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organise total surveillance of information on every single one of the planet’s
6.2 billion inhabitants!

The inadequacies of a strictly national protection regime led Europeans to
adopt the 1995 Directive on data protection, which was completed by another
one on telecommunications issues, adopted in 1997 and revised in 2002. This
drive towards harmonisation must be pursued on a worldwide scale. For many
years, the OECD and the UN have been working in that direction. The main
hurdle is opposition between two different approaches: a European approach,
based on legal intervention and the setting-up of specialised regulatory bodies,
and an American approach, based on auto-regulation by the operators them-
selves and private sanctions. The first approach is more global and relies more
on the state, as it raises privacy protection to the status of a human right that
the state must guarantee. The second approach, under which law simply func-
tions as a substitute in the limited areas where the market failed to solve prob-
lems, is more open to permitting information to circulate freely, with all due
regard for individual rights.

Commercial activities and personal mobility have made it necessary to find
a compromise between the two approaches. Since the 1995 European
Directive only authorises data transfers outside the Union if the recipient
country ensures a sufficient level of protection, a ‘Safe Harbor’ protocol was
signed in the year 2000, which US companies have to adhere to in order to
ensure that they provide the required level of data protection. The debate on
data transfers concerning airline passengers travelling to the United States
illustrates how difficult this harmonisation may prove to be. By an agreement
signed in May 2004, the European Commission authorised such transfers on
the basis that the United States offered adequate safeguards, despite the fact
that the European data protection group and the European Parliament both
opined otherwise. The Parliament has since referred the matter to the Court of
Justice of the European Communities, which should render a judgment on the
agreement’s legality during the spring of 2006.

It is through the creation of an independent regulatory commission that data
protection was able to take shape in France. The legislation would probably
have remained largely unheeded without the intervention of a commission that
could not prevent the spread of data processing and control techniques but that
did help to minimise or avert altogether the most significant threats they
presented to liberties.

Today, in a context of generalised computerisation, where data processing
and personal tracking procedures are constantly spreading, it becomes more
necessary than ever that all stakeholders shoulder the resulting responsibili-
ties. Enterprises are obviously among the most deeply involved. In that regard,
self-regulation based on codes of ethics may be quite useful provided it is
supported by legislation which it supplements and customises. Without some
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legislative buttress, there is a risk that an exclusively self-regulatory approach
would lean too much towards operators and not protect data subjects
adequately. Politicians and judicial authorities must also feel involved, as well
as the media and the educational system. So far, data subjects themselves have
shown insufficient concern over the way their data are used and it is time they
faced their responsibility. Such is the case when one’s consent is required and
written consent is sought in order to use medical data for research purposes, or
when one is asked to check a box on a form for marketing purposes. The
creation of an individual healthcare file also points in this direction, giving
individuals greater control over their medical data and allowing them to decide
whether it should be disclosed to healthcare professionals. Citizens dealing
with the now-electronic administration should also have more power over the
uses to which the information they provide are put.

At the dawn of the twenty-first century, there is no point in hiding from the
fact that there are hard times ahead for data protection. It must face accelerat-
ing innovation with the emergence of new and, from a risk assessment stand-
point, poorly understood control technologies, such as biometrics or RFID
chips, which make it possible to track not only objects, but also their owners.
In addition, the economic value now given to personal data and the priority
given by all states to security requirements make the respect of individual
liberties look like a luxury that may seem rather quaint. The only reason to
remain optimistic in such a context is to remember that privacy is never so
valued as when it comes under threat (Baudry et al. 2002). Privacy only
becomes a concern, and indeed is only truly prized when it is endangered.



5. Privacy in Australia

Graham Greenleaf

INTRODUCTION

The defining events in the history of privacy protection in Australia have had
a great deal to do with politics, little to do with an orderly process of law
reform, and nothing to do with the Courts.

FORMATIVE EPISODES, 1987–1992

The Australia Card

In June 1987 a Federal Labor Government was triumphantly returned to office
after an unprecedented dissolution of both houses of Parliament. That dissolu-
tion had been triggered by Opposition rejection of a Bill to introduce a national
identity card, the Australia Card. Since the idea of an ID card to combat tax
and welfare fraud was first floated in mid-1985, public support had stayed at
around 68 per cent. But three months later it was down to 39 per cent and
falling, and the intensity of the mounting opposition to the Card astonished
everyone. Though it had rarely been a newsworthy item before or during the
election, by September the media were preoccupied with the Card. Sydney
talk-back radio journalist John Tingle claimed that for some weeks it was
impossible to get callers to talk about anything else. The Australian newspa-
per editorialised (15/9/1987), when letters to the editor were running twenty to
one against the Card:

There has never been a debate like it in the letters page; there has never been such
a cry of opposition from the nation over one topic . . . It has dominated the mailbag
to the point where today, for the first time, we present two pages on the topic.

With dissidents appearing in its own ranks (particularly in State Parliaments),
Labor faced a totally unexpected political crisis. It received a dramatic face-
saving exit when opponents found an apparent loophole in the Bill’s drafting.
This meant that the Opposition-controlled upper house could indefinitely
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delay the effective introduction of the Card even though the government’s
election victory guaranteed passage of the Bill. There was considerable
dispute over whether the drafting flaw was fatal (Starke 1987, Greenleaf
1987a), but the government quickly dropped the Bill rather than endure the
politics.

What had caused the massive change in three months? With the election
over (so government supporters were more willing to be anti-ID), and the real-
ity of the Card imminent, potential opponents of the Card joined forces in a
number of extra-Parliamentary opposition groups. The media-oriented
Australian Privacy Foundation was formed as a coalition of public figures
spanning the political spectrum, including rock singers, yacht designers,
doctors and academics. By September, many grassroots local groups held
significant anti-Card rallies, at a rate of more than one per day, with conse-
quent continuous media attention. An important factor was a deep-seated
distrust of the Health Insurance Commission (HIC), which was to operate the
Card’s computer system (Greenleaf and Nolan 1986, Greenleaf 1987a). The
more people knew about the Australia Card, the less they liked it. It would in
fact have been an extremely extensive information surveillance system with
multiple uses from inception, no logical limits (or intended limits) to its expan-
sion, and de facto extension as a principal identifier in the private sector
(Greenleaf 1987b, Greenleaf and Nolan 1987, Clarke 1988).

Twenty years later, Australia still does not have a national ID card. It has
become a ritual observance in Australian politics for supporters of any identi-
fication scheme to deny that it ‘is anything like the Australia Card’, because
the opprobrium attached to that name is still so strong. Yet in 2007 the
Australian government was once again proposing to introduce a ID system, the
‘Health and Welfare Access Card’, which opponents argued would be worse
than the Australia Card, but the government insisted was not a national ID
card. This ritual is so entrenched that the legislation to enable the proposed
card contained a clause proclaiming that it was not intended to be a national
identification system. We will now take the journey from the Australia Card of
1987 to the Access Card of 2007.

Public Sector Surveillance Emerges

In the wake of the Australia Card, a political compromise was reached,
comprising an enhanced Tax File Number (TFN) system, and the Privacy Act
1988, Australia’s first enforceable privacy legislation. The original TFN
legislation prohibited disclosure and use of TFNs beyond tax-related
purposes (an essential part of the ‘no Australia Card’ bargain). However, only
two years later, the federal Labor Government (with opposition support)
reneged by extending it by further legislation, so that TFNs could be used for
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cross-matching of taxation information with information concerning federal
‘income support’ benefits (social security, veterans’ affairs, student assistance
and first home-owners benefits) provided by four ‘assistance agencies’. To
check identification, electoral roll and Medicare identity information is also
used. The matching is three way: between assistance agencies; from tax to
assistance agencies; and from assistance to tax agencies. New legislation (the
Data-matching Program (Assistance and Tax) Act 1990) authorised the new
data surveillance regime (as it otherwise would breach the Privacy Act or TFN
Act), set out very detailed operational rules for the surveillance system, and
provided some procedural protections against its abuse, plus Parliamentary
reporting obligations and Privacy Commissioner oversight. Such detailed and
explicit ‘data surveillance law’ is still unusual.

This new system, often called the ‘parallel data matching’ scheme, was
strongly but unsuccessfully opposed by privacy advocates. They took the view
that if promises of privacy protection could so easily be broken once a surveil-
lance system was established, then the TFN system was likely to become ‘the
Australia Card by installments’ (Greenleaf 1990). This extension achieved
some of the data matching aims of the original Australia Card proposals.
Although it involves data surveillance on a massive scale, and in a relatively
open manner, this data matching results in few if any complaints to the Privacy
Commissioner (OPC Annual Report 2004–05, Tables 3.1 and 3.4). There have
been some limited further legislative extensions of the TFN system, but 15
years later the TFN and the parallel data matching system has not been
expanded further into one general purpose ID number and system. In this case
‘function creep’ was significant but not endless. However, as detailed below,
other data matching schemes now pour data into the five key agencies, where
it adds to the data used for ‘parallel data matching’.

Positive Reporting’s Negative Dividend

The defeat of the Australia Card, and its TFN and data matching sequels,
were key determinants of the shape of public sector surveillance for the next
decade or more. The private sector equivalent was the defeat in 1991 of
attempts to introduce ‘positive reporting’ by Australia’s near monopoly credit
bureau, the Credit Reference Association of Australia (CRAA). In 1989
CRAA provided over 95 per cent of consumer credit reports. CRAA and other
Australian credit bureaux only provided ‘negative reports’, meaning that their
credit provider members only reported when a consumer defaulted on a credit
arrangement, by late payment or otherwise, plus details of applications for
credit, but not whether credit was granted. In 1989 CRAA proposed to change
to a system of ‘positive reporting’ whereby all major credit providers in
Australia would provide CRAA with a monthly computer tape listing the
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‘payment performance’ of each of their credit customers, whether or not there
had been any default on the account. They claimed that this would allow credit
providers to assess whether an applicant was over-committed. This resulted in
considerable adverse media comment. Capitalising on this, the Australian
Privacy Foundation (the NGO formed to fight the Australia Card) convened a
‘Credit Reporting Summit’ in early 1990, at the conclusion of which the
federal justice and consumer affairs ministers jointly announced that the
government would introduce legislation to prohibit ‘positive reporting’ and,
furthermore, to comprehensively regulate credit reporting (Greenleaf 1992).

The resulting legislation overturned previous practices. Over the previous
20 years, in the absence of effective prohibitions in State legislation, CRAA
had allowed real estate agents to check prospective tenants, government
departments to check some occupational licence applicants (and applicants for
telephone and other government services), insurers to check the credit history
of suspect insurance claimants, and mercantile agents to search for debtors’
addresses. Employment checking was not allowed. The new Act prohibited
access to credit reporting files for any of these purposes. It added a set of infor-
mation privacy principles tailored for credit reporting, plus a considerable
number of criminal offences. CRAA had successfully extended the scope of its
surveillance system for 20 years, but in attempting to further expand into
‘positive reporting’, it provoked far more extensive legislative control. The
legislation therefore not only limited the future expansion of credit reporting
in the private sector, it effectively ‘rolled back the clock’ by banning past
extensions of credit surveillance which had become accepted practice in the
private sector. It was described by CRAA as ‘the most restrictive credit refer-
ence laws in the Western world’ (Greenleaf 1992). It is rare for privacy legis-
lation anywhere to attempt such a retrospective repeal of the extension of data
surveillance. This legislation in effect destroyed CRAA’s momentum toward
becoming a comprehensive personal data register for the private sector.
However, one downside was that from 1992 the practices such as tenancy
checking that were forced out of the well-organised CRAA system in effect
went unregulated until legislation caught up with the rest of the private sector
in 2001.

Fifteen years later, personal information is still held by Australia’s
private sector in separate databases relevant to each industry sector, rather
than in centralised multi-use repositories. CRAA’s successors (Baycorp
Advantage, now called Veda Advantage) revives the call for positive report-
ing every few years but without success as yet. Australia’s 2001 privacy
legislation for the whole private sector preserves the ‘containment’ of
personal information within industry sectors (sometimes called ‘silos’).
This would not have happened if the key battle had not been won when
CRAA overreached itself.
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KEY PERSONAL DATA SYSTEMS AND THEIR IMPACT

Here are some pieces in the Australian jigsaw puzzle of surveillance, and the
legislative context on which the practices depend.

Closed-circuit television (CCTV) saturates the infrastructure of Sydney and
Melbourne, in city streets and train stations, on buses, trains and taxis, sport-
ing venues and in crime hot spots (Chulov and Hodge 2005). The ostensible
reasons are personal safety and crime prevention, but the anti-terrorist dimen-
sion became clear with the installation of 315 extra cameras with face recog-
nition technology in public transport facilities for the purposes of the
September 2007 APEC meeting in Sydney (Besser and Clennell 2007). One
reason for this proliferation is that there is no legislation governing visual
surveillance in public places. Australia spends more money per capita on
workplace surveillance equipment than most other industrialised nations
(Bromberg 2004, cited in Cripps 2004). There is State-level legislation
governing some workplace surveillance (by video, tracking devices, or
computer), but it places few limitations on overt surveillance (for example,
Workplace Surveillance Act 2005, NSW).

Telecommunications interception (‘wiretapping’) is under stricter legal
control in Australia. It is illegal to intercept the content of calls except where
authorised by a judicial warrant (Telecommunications (Interception) Act
1979). Legal intercepts quadrupled from 1998 to 2003, to more than 2500 per
year (T(I)A Annual Report (2002–3) and earlier years).

An increasingly sophisticated system of financial transaction surveillance
has been developed over nearly 20 years. Almost anyone dealing with $10,000
or more in cash is required to submit financial transaction reports to
AUSTRAC (a federal agency), resulting in over 10 million reports per year
(Financial Transactions Reports Act 1988).

The statutory ‘parallel data matching’ system, already explained, is
augmented by a huge amount of government data matching that takes place
outside the controls of the data matching legislation. All of these compulsory
extractions of data are ‘authorised by law’ exceptions to the non-disclosure
requirements of the Privacy Act 1988. Mass surveillance of taxpayers and
benefit recipients is a vast and complex enterprise by federal agencies. Its
sources include uncounted private sector organisations and State government
authorities (PCO Annual Report 2004–05, Table 3.7). Furthermore, this extra
matching feeds data into the files of the five agencies involved in the parallel
matching system, and therefore into its matching processes.

Since Australia does not yet have a national or state ID card or ID number,
identification systems in Australia are usually built on the basis of production
of alternative, or multiple, identification documents. The key federal number-
ing systems, the tax file number (TFN) and the Medicare number and card, are
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little used outside their intended domains. The Medicare card is often asked to
be produced as part of a ‘100 point system’ proof of identity, but there is no
‘TFN card’ to produce. The main ID systems in current operation are: driver’s
licences (which are administered at State level); passports (held only by a
minority of Australians); birth certificate copies (for particularly important
events) and after that a profusion of different benefit cards, student cards,
employer-provided IDs and so on. There is no requirement to carry ID in
Australia, except that drivers must carry their licence when driving. Credit
cards will usually be accepted without any other ID being produced, but it is
common for a driver’s licence to be requested when cashing cheques, and for
the licence number to be noted on the cheque. Post-2001, ID is requested more
frequently, for example in order to post a parcel. Some states now issue ‘non-
driver’ photo ID cards to serve the same identification function as a driver’s
licence.

Private sector data surveillance of Australians is still characterised by
personal data held primarily within industry sectors. Such data are aggregated
very efficiently within particular sectors, but with limited ‘crossover’ either
between private sectors or from the public sector. In credit reporting, Veda
Advantage’s service (formerly the industry-owned CRAA) claims to hold
personal data on more than 14 million consumers, out of a total adult popula-
tion of 21 million in 2007 (Veda Advantage’s Consumer Credit Enquiries). It
has had over 90 per cent of all consumer credit reporting business since at least
the late 1970s. Credit bureaux can only store a legislatively-defined range of
‘negative’ information (excluding information about rental history, insurance
defaults, reasons for job changes etc). Default information other than
‘clearouts’ and bankruptcies only stays on file for five years. In insurance
reporting, Baycorp Advantage also runs Australia’s largest insurance claims
database, separate from its credit files. It claims it is contributed to by almost
all of Australia’s insurance companies and contains more than 18 million
insurance claims of individuals and companies dating back ten years, comple-
mented by public registry sources. Access is limited to the insurance industry.

The health services sector, which more than any other straddles the public
and private sectors, does not have any single national or regional method of
surveillance of medical histories as yet. Employers, insurers and others seek-
ing details of a person’s medical history are therefore forced to obtain the
patient’s consent to obtain reports from their most recent treating doctor, and
do not have any comprehensive source.

Private sector access to personal information in registers held by public
agencies varies widely across States and Territories because of varying legis-
lation (or lack of it). At the ‘accessible’ end of the spectrum, there are open
online registers of bankrupts and company directors, land ownership, and
encumbrances over motor vehicles. Vehicle registration records are normally
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only accessible for good cause (eg locating parties to accidents). Local coun-
cils have open registers of property development proposals, but usually only
for inspection in person. Australia adopts the practice of other common law
countries of allowing public online access to fully identified court decisions,
and allows republication by third parties. At the ‘inaccessible’ end of the spec-
trum, access to records of convictions or criminal charges is generally prohib-
ited.

Some new companies are attempting to aggregate publicly available
personal information, particularly Acxiom which claims that its InfoBase
product is the largest collection of Australian consumer and business data
available in one source (Acxiom website, 2005). It is provided to clients prin-
cipally for customer relationship management and direct marketing. For
example, they sell lists of ‘Pre-movers’, people who are about to move and
therefore whose loyalty to existing businesses may be weakened, as well as
‘New Movers’, ‘Renovators’, ‘Affluent Homeowners’ and so on.

The domestic direct marketing industry operates carefully compared with
some countries. Direct marketers are generally required to offer an opt-out in
marketing communications (Privacy Act 1988). Do-Not-Call list legislation
commenced operation in mid-2007. There has never been significant domes-
tic email spamming. Nevertheless, the federal SPAM Act 2003 imposes severe
penalties on any activities resembling spamming. Its main effect is probably to
prevent anyone using Australia as a base for international spamming opera-
tions. The first prosecution under the Act resulted in financial penalties of
$4.5M for the company concerned, and $1M for its principal (Clarity1 Case,
2006).

MAJOR PRIVACY MEASURES AND INSTITUTIONS

The Courts have not yet developed any general common law protection of
privacy. Privacy Commissioners have been so mild and technical in their
enforcement of privacy legislation that they rarely win public attention.
Compared with the essentially political events outlined at the outset of this
chapter, the enforcement of privacy laws by Courts or privacy Commissioners
have lacked defining moments which shape public or elite consciousness
about privacy.

By 2007, Australia has seven major information privacy laws: the federal
law covering the private sector; and the laws covering the public sectors of the
Commonwealth, NSW, Victoria, the Northern Territory, the Australian Capital
Territory (ACT) and Tasmania (plus a Bill in passage in Western Australia).
This leaves only South Australia and Queensland without such a law but only
non-enforceable government administrative rules. In addition there are some
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sectoral laws with customised sets of information privacy principles for credit,
health and telecommunications data. These numerous laws vary a great deal in
their exceptions and exemptions and in the effectiveness of their enforcement.
Each contains a set of information privacy principles based substantially on
the OECD privacy principles (OECD 1980). They are variously entitled
‘Information Privacy Principles’, ‘National Privacy Principles’ and
‘Information Protection Principles’. They contain many variations which
provide grist for lawyers and disappointment for complainants. Nevertheless
for the purposes of this chapter their content is substantially the same and they
will be referred to generically as ‘information privacy principles’ or ‘IPPs’.
None of these laws contain general definitions of ‘privacy’: breaches of these
laws are defined to require breaches of their IPPs.

In a federation like Australia, State and Territory governments control more
important personal information than the Federal government, including births,
deaths and marriages registers, drivers’ licences, education records, some
building approvals, prison records, and criminal records. It is therefore impor-
tant that data protection laws be effective at all levels of government. Where
State and Territory privacy laws exist, they include local governments in their
scope.

KEY DEVELOPMENTS IN PRIVACY PROTECTION

The Australian Legal Context – Privacy Rights and the Courts

The determining factors in Australia’s privacy history have been political
conflict, the media and their effective use, and legislation (both its passage and
its defeat). Unlike elsewhere Courts have played a minor role. Why is this so?
Australia’s very boring history, constitutional structure, and legal history
provides much of the explanation of why privacy is protected in Australian
law principally by a patchwork of specific legislation, not by any broad reme-
dies developed by the Courts.

The political context is that of unbroken ‘normality’: Australia’s peaceful
achievement of independent nationhood, her continuous democratic history
since Federation in 1901, her almost entirely peaceful internal political develop-
ment, and the relatively low level of external threats due in part to Australia’s
lack of land borders. Perceptions of both internal and external threats to security
continue to have adverse effects on privacy protection, but Australian democ-
racy and privacy have never had to ‘recover’ from authoritarian rule as has
happened in other countries. But as we will see, such a boringly happy history
provides no guarantees against the emergence of a surveillance state in the
twenty-first century, and could prove to be a disadvantage.
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Australia is a federation of eight states and territories, all of which have a
common law tradition. It lacks any significant constitutional protection of
privacy at Federal or State level. There is no entrenched ‘Bill of Rights’ in the
constitution of any Australia jurisdiction, so there is nothing there on which
Courts can build privacy rights. The closest thing to a constitutional right of
privacy is that common law courts, when interpreting legislation, will do so in
ways which avoid interference with ‘fundamental rights’ unless the statutory
language clearly directs them to. On the other hand there are no ‘first amend-
ment’ problems: there are no constitutional freedom of speech rights which
can prevent legislative restrictions on disclosures of personal information,
other than some very limited protections of political speech. If governments
want to prevent access to Court records, limit who can access credit bureau, or
forbid disclosures of any personal information, there is no constitutional bar to
their doing so.

Following a sentencing hearing of YZ for rape within marriage of Jane
Doe, ABC radio broadcast details including the name of YZ, that the offence
was rape, the suburb in which the rapes took place, and in one broadcast the
real name of Jane Doe. Many listeners subsequently attempted to contact her
and her family. Evidence was given of the substantial and long-lasting psycho-
logical damage that this caused to her. Two ABC journalists subsequently
pleaded guilty to breaches of legislation prohibiting identification of rape
victims. Ms Doe then sued both the journalists and their employer (the broad-
caster), and one of her grounds was a breach of a common law right of privacy.
A District Court found in her favour on this and other grounds, and awarded
her A$234,000 damages (Jane Doe v ABC case, 2007). The case is now on
appeal. Many lawyers had believed that an old High Court case (Victoria Park
Case, 1937) established that there was no such common law right of privacy,
but in 2002 the High Court said this was still unresolved (Lenah Game Meats
Case, 2002). The appeal cases in Jane Doe v ABC may resolve this question.

Nicholas Toonen, gay rights activist from Tasmania, objected to his State’s
Criminal Code which made all sexual contact between consenting male adults
in private a crime. Instead of trying to protect his sexual privacy through
Australia’s Courts, he took his case to the Human Rights Committee of the
United Nations. How did he get there? The only treaty imposing obligations on
Australia to protect privacy is the International Covenant on Civil and Political
Rights 1966 (ICCPR 1966), Article 17 of which requires privacy protection.
While this has no direct effect in Australian domestic law, Australia is one of
the few countries in the Asia-Pacific to have also acceded to the Covenant’s
First Optional Protocol allowing for individual complaints (‘communications’)
to the UN Human Rights Committee (UNHRC). So the first complaint made
against Australia under the ICCPR was on a privacy issue under Article 17
(Toonen’s Case, 1994). The UNHRC held that adult consensual sex was within
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the meaning of ‘privacy’. The Tasmanian legislation meant it was not properly
protected, and Australia was in breach of the ICCPR. Although countries
cannot be compelled to implement UNHRC findings, the Federal Labor
Government subsequently legislated, relying on its constitutional power over
foreign affairs, to make the Tasmanian legislation ineffective. Toonen’s Case
shows that the protection of privacy in Australia through international law,
while very limited, is possible.

The Australian Legal Context – Legislative Powers to Protect Privacy

As a result of these limits in Australia’s constitution, common law rights and
international obligations, Australian law’s protection of privacy has princi-
pally involved legislation, or attempts to legislate. In a federation with nine
jurisdictions, the question of which Parliaments have the constitutional power
to legislate to invade or protect privacy is important. The Australian Federal
Constitution gives the States the residual powers to legislate where there is no
specific head of Federal power, and there is none in relation to privacy. The
Federal government has wide constitutional powers to legislate in relation to
many areas especially telecommunication, corporations, and foreign affairs. It
has relied on these heads of power to legislate generally in relation to privacy
in the credit industry (1991) and the private sector generally (2000). Some
States have also legislated in relation to surveillance, health information and
other privacy issues affecting private sector bodies located in their jurisdiction,
but can do so where these laws are capable of operating concurrently with the
federal legislation. These potential clashes in legislative competence have not
yet become an issue in Australia.

In recent decades governments have rarely controlled the upper houses of
Australian Parliaments, due to the electoral successes of minor parties. This
political fact has been very significant. It has given civil society organisations
opportunities to defeat or modify government proposals, and helps explain
their active role. The federal Privacy Act, its extension to the private sector, the
NSW legislation and the federal data matching legislation have all undergone
major modifications as a result. In NSW the government’s attempt to abolish
the Privacy Commissioner was defeated by the upper house in response to a
NGO campaign.

The Very Slow Rise of Information Privacy Legislation

Privacy as a public issue in Australia is usually traced to a series of radio
lectures by Professor Cowen, published later as The Private Man (Cowen
1969). Throughout the 1970s and 1980s many bills to protect privacy in vari-
ous ways were introduced into Australian parliaments (see Jackson 2001), but
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except in New South Wales (and some unimportant credit reporting laws else-
where) they all failed to be enacted.

The Privacy Committee of New South Wales (Australia’s largest State)
appeared to be innovative when established in 1975, the third permanent
privacy protection body in the world, following Sweden and the Land of
Hesse, Germany. It was enacted after recommendations in a law reform report
(Morison, 1973). From 1975 to 1999 the Privacy Committee Act 1975
empowered the Privacy Committee to act as a ‘privacy ombudsman’, which
could investigate any alleged invasions of privacy in the public or private
sectors. It had strong powers, which it never used, to conduct such investiga-
tions and then to attempt to conciliate, and to make recommendations. The Act
did not contain any definition of privacy, nor any information privacy princi-
ples, nor any enforceable rights or penalties. The Committee consisted of 12
statutory appointees largely independent of government, but dependent upon
it for staffing etc. Over its nearly 25 years of existence the Committee concil-
iated numerous complaints, and influenced NSW legislation (particularly
concerning workplace surveillance) and government proposals to be less
privacy-invasive (see NSWPC Annual Reports, 1975–99). It had a high public
profile in the late 1970s and played a significant role in raising elite and public
awareness of privacy issues, but left a limited legacy. It failed to publish any
useful details of its complaint resolutions, so the instructional value of its long
history was lost. For some years it had a perverse policy of opposing enforce-
able privacy legislation. The Committee’s ‘Voluntary Agreement’ with the
credit industry in 1976 gave individuals a non-statutory right to access and
correct their credit bureaux files, and was the basis of credit reporting practices
until the Federal legislation of 1991. It played a courageous role in opposing
the Australia Card in 1986–1987. But the NSW Privacy Committee was a dead
end, emulated briefly in Queensland and by an irrelevant non-statutory
committee in another State.

Enforceable rights of correction of records of personal information held by
federal agencies were included in the Federal Freedom of Information Act
(FOI) 1982, in advance of general privacy legislation. They then became a
standard feature of FOI Acts in every Australian jurisdiction, even those that
still have no general information privacy laws. Privacy Commissioners have
usually left access and correction complaints to be resolved by the FOI system.

The Australian Law Reform Commission (ALRC), chaired by Justice
Michael Kirby, received in 1976 a reference on the protection of privacy, as a
result of an incoming government’s election platform. In 1978 Kirby was also
appointed as the Chair of the expert group asked to make recommendations on
privacy to the OECD, which resulted in the 1980 OECD Privacy Guidelines
(OECD 1980). The ALRC’s report on Privacy (ALRC 1983) took seven years
to produce but in the end only recommended non-binding OECD-influenced
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Information Privacy Principles for the Federal public sector. By 1983 this
approach had already been overtaken by enforceable privacy laws in many
European countries, and was to a large extent a wasted opportunity. Politics
had to perfect the ALRC’s incomplete solution.

Australia symbolically agreed on New Year’s Day 1984 to ‘adhere’ to the
OECD Privacy Guidelines (OECD 1980), but the Federal government made no
moves to introduce privacy legislation. In 1985 the Hawke/Keating Labor
Government introduced its Australia Card proposal, and the Privacy Bill 1986,
which like the ALRC’s proposed Bill did not include any enforceable provisions,
was introduced to Parliament as part of the ‘package’. As we have seen, the defeat
of the Australia Card proposal in 1987 resulted in a political compromise. The
opposition parties, supported by consumer and advocacy organisations, agreed to
passage of legislation for a strengthened TFN surveillance system, which the
government promised would only to be used to stop tax evasion. They did so on
the basis that it was ‘balanced’ by the simultaneous passage of the Privacy Act
1988, based in part on the ALRC’s recommendations, but which would now
include enforceable information privacy rights stated in 11 Information Privacy
Principles and a Federal Privacy Commissioner to enforce them. Australia’s first
enforceable privacy legislation thus resulted from hard-fought mass campaigns
against surveillance, followed by elite negotiations over a compromise.

Privacy Principles – Many Laws, Similar Content

So Australia obtained its first information privacy law, the federal Privacy Act
1988, with 11 Information Privacy Principles at its core, and applying only to the
federal public sector and that of the Australian Capital Territory. It took another
decade before NSW enacted the first similar State legislation covering its public
sector (1998), followed by Victoria (2000), the Northern Territory (2002), and
Tasmania (2006), and in a Bill introduced in Western Australia (2007).

What rights do these Acts create, and are they enforced? The content of the
Information Privacy Principles (IPPs) is not very surprising, particularly as
most can be traced to the OECD Guidelines, with some later influences from
the EU Directive. There is as yet such a scarcity of authoritative interpretation
by Courts, Tribunals or Privacy Commissioners that the interpretation of many
of the key provisions of all Acts is speculative. The description below is rele-
vant to the IPPs in all seven jurisdictions with information privacy laws except
where major variations by jurisdiction are noted.

Key Terms

All of the Acts apply to ‘personal information’, which means information or
an opinion about an individual whose identity is apparent, or can reasonably
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be ascertained, from the information or opinion itself, or with other informa-
tion that can be expected to be used in combination with it. Most uses of infor-
mation about a person which affect privacy will be caught by such definitions.
However, they will not catch uses of data which are sufficient to allow an
organisation to interact with an individual in a personalised manner even
though they do not know the person’s identity, such as telephone numbers and
Internet Protocol addresses (which may be correlated with consumer behav-
iour) (Greenleaf 1996).

When a university lecturer disclosed personal information about a student
to another university without following the correct procedures, it was not in
breach of the legislation because the information about the student was only
ever held in the mind of the lecturer, and had not been written down (FM v
Macquarie Case, 2005). All Australian legislation requires that personal
information must have entered into a ‘record’ of an organisation before the
law applies. Information only ever held in the minds of employees of a busi-
ness, or a public servant, falls outside the Acts. However, once the informa-
tion has entered a record, visual or verbal disclosures may constitute
breaches.

All the Acts exclude information contained in a ‘generally available publi-
cation’ (or some similar expression) such as a newspaper, book or public regis-
ter. This does not, however, exempt the databases or other records from which
the ‘generally available publication’ is derived, and the question then becomes
whether it is an allowable use of the information in the database to include it
in a generally available publication. For example, an agency may hold a data-
base of adopted children, but this does not mean it could publish a book list-
ing such children.

Collection Limitations

Information may only be collected for purposes related to the objective func-
tions of organisations, but within this relatively weak limit there is no require-
ment that the purpose be socially justified in some way. There is no provision
for Privacy Commissioners or anyone else to require privacy impact assess-
ments (PIAs) before systems involving particularly sensitive collection and
use are built. Collection must be of the minimum information necessary for the
purpose of collection, and by fair and lawful means. An additional limit is the
Anonymity Principle found in all State and Territory laws (except that of
NSW), which requires that individuals be given the option of anonymity in a
transaction wherever it is lawful and reasonable to do so. This potentially radi-
cal principle remains untested, but could be used, for example, to attack the
development of tollways or road tunnels which do not provide any option for
payment by cash or some other method preserving anonymity.
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Notices must be given to the individual on collection from him or her (and
in some Acts even where the information is collected from a third party), spec-
ifying purpose, likely disclosures, and means of access and correction. These
notices have done more than anything else to make Australians aware that they
do have some privacy rights, because they see ‘Privacy Notice’ on so many
forms, even though the content is often prolix, in fine print, and unread.

‘Finality’ Limits on Use or Disclosure

All Acts allow only four means of using or disclosing personal information
beyond the primary purpose for which it was collected. The first is consent.
Australian laws generally allow implied consent in addition to express
consent, with the likely result that in some cases a failure to opt out will be
taken to be consent. Second is typically that the use is related to the purpose
of collection and is such that the individual would ‘reasonably expect’ the use.
Third is where it is necessary to avoid harm to the individual or another, or
(generally) for various purposes of prevention or detection of crime or other
wrongdoing. Finally, Australian legislation generally has an exemption where
‘the use or disclosure is required or authorised by or under law’ including
common law principles. This final exemption means that any data controller
can, if it wishes, comply with any legislatively authorised request for infor-
mation. The extent of legal data flows between organisations is impossible to
calculate. This exemption has been rightly criticised by Europeans for being
unacceptably broad (A29 Working Party, 2001). In the private sector law there
is an exception, similar to the one found in EU law, which allows direct
marketing by an organisation to its customers, provided it gives them a means
to opt out of further communications.

The corollary of notices on collection in creating public awareness is
refusals to disclose information ‘Because Of The Privacy Act’. ‘BOTPA’ is a
mantra that is now recited by desk and telephone clerks whenever you visit
or ring an agency or company and request details from (or actions in relation
to) your own files, and even more so if you ever ask for any information about
another person. In the former case you must go through a sometimes elabo-
rate and formal process of answering a number of questions to establish your
identity. In the latter, people are becoming familiar with the irritation of being
unable to obtain information about spouses, children or parents (ostensibly
BOTPA) where it is perfectly reasonable for them to do so. Some noted
BOTPAs were claimed in justification of the lack of anti-theft cameras in
aircraft luggage holds; in the refusal to disclose details of $300 million of
unlawful payments in Iraq; in refusals to release details of the roles of mili-
tary personnel in Australia’s worst military disaster in a decade; and in an
attempt to make a journalistic briefing about abuse of a departmental client
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confidential, where the effect was to cover up the malperformance of the
Department and its contractors (APF 2007a).

Access and correction rights, already available in the public sectors through
FOI laws, only became common in the private sector after 2001. They are of
course central to any IPPs. Their operation in Australian FOI and privacy laws
is similar to other countries (Waters and Greenleaf 2005).

With theft of personal data now becoming a far more serious problem, the
security principle is a particularly valuable right against data controllers who
may negligently allow personal data to be stolen, particularly as substantial
claims for compensation may be available, such as the A$25,000 settlement
discussed below (Waters and Greenleaf 2004). Some Acts add a deletion
requirement to ‘take reasonable steps to destroy or permanently de-identify
personal information if it is no longer needed for any purpose for which the
information may be used or disclosed’ (from the private sector law).

Data Exports and Australian Consumers

In August 2005 a television documentary revealed that information on
Australians was being sold on the Indian black market after being outsourced
by the local agent of an Australian telecommunications company to a call
centre provider in India. Its staff had been collecting excessive personal details
(such as passport numbers) without authority of their client, then selling them
and other details (‘Four Corners’, 2005). The Privacy Commissioner promptly
launched an ‘own motion’ investigation of both Australian companies. What
can she do when personal data of Australians is exported and misused in coun-
tries with no privacy laws?

Australia prohibits transfers of personal information to any recipient in a
foreign country unless one of six conditions apply. The six conditions are so
broad that only a very disorganised business could fail to comply with them.
They include obtaining express or implied consent to the transfer, or taking
reasonable steps to ensure that the data is held, used and disclosed consistently
with the IPPs. However if the apparently compliant Indian outsourcer turns out
to be a rogue or to have inadequate security (even over its own staff), then the
Australian consumer has no remedy against the Australian data controller
under the Australian legislation. Little wonder that there are as yet no reported
breaches of IPP 9. This is the only personal data export restriction law in force
outside Europe, but it is weak protection.

Limited Effectiveness of the Federal Public Sector Law

The Federal Privacy Act 1988 has been in operation for nearly 20 years, so
there should be more evidence on which to asses its effectiveness than for
more recent State and Territory Acts.
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The Privacy Commissioner’s role has significant limitations. The
Commissioner is an independent statutory office, but is appointed by the exec-
utive government, not Parliament, for a renewable five-year term. He (or she
in two of the four appointments to date) is dependent on the executive for a
budget, and has no security of tenure in any position after the completion of
his or her term as Commissioner, so it is a conditional independence. The Act
has limited scope because it does not recognise any general notion of ‘breach
of privacy’, but only deals with breaches of the IPPs discussed above. Outside
the investigation of individual complaints, the Commissioner’s powers are
limited. He has powers to audit federal agencies’ compliance with the IPPs,
but this has stopped due to funding constraints. He cannot require ‘Privacy
impact assessments’ (PIAs) for new information systems. However, he has a
potentially significant ‘watchdog’ function of making statements on the
privacy implications of proposed legislation or technologies including where
their implications go beyond the IPPs. The Commissioner’s office does make
public submissions, usually to Parliamentary committees or in response to
agency requests for submissions, and participates in many inter-departmental
committees. In doing so, his views do not usually have special status or weight
compared with those in other submissions. He does not have any power to sit
in judgment on government proposals or actions, unless they become the
subject of a complaint under the Act.

The essence of this Act is that enforcement of the IPPs is largely complaint-
driven, as is the case with all Australian data protection legislation. The Act
requires individual complaints of IPP breaches before enforcement action can
take place. Enforcement of the Act is largely reactive: there are few if any
means by which pro-active action is taken by the Commissioner to ensure it is
observed.

Of over 1000 complaints investigated per year, about 17 per cent relate to
the public sector (OPC 2004). Wide powers to investigate individual
complaints, are rarely, if ever, used. Complainants are first required to attempt
to resolve the complaint with the data controller. Most complaints are handled
by mediation. The Commissioner has powers to make ‘determinations’ award-
ing compensatory damages or requiring apologies or remedial acts, if media-
tion fails, but has only done so four times against public sector bodies in 19
years. Almost all complaints are settled by mediation or otherwise disposed of.
This does not indicate that most complainants are satisfied with the
Commissioner’s mediations, because he dismisses complaints where he is
satisfied that a business or agency has dealt satisfactorily with a complaint,
irrespective of what the complainant thinks.

The system is biased against complainants in other ways. There is no right
of appeal to a Court against the Commissioner’s determination. However, if a
determination is unfavourable to a data controller, it can in effect appeal to the
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Court because a complainant must go to Court to enforce the determination.
The data controller can simply refuse to pay or comply and then have the
whole matter heard again by the Court (Greenleaf 2001). The only appeal right
complainants have is against the amount of any compensation ordered against
a public sector body by a determination. The Commissioner has never ordered
compensatory damages except by consent of the data controller.

Mr Rummery was a whistleblower whose personal information had been
improperly disclosed by his employer to corruption investigators. The
Commissioner considered that, while the agency was entitled to disclose rele-
vant personal information about him to the investigator, this did not give them
‘open season’ and they had gone too far. But he then refused to award any
compensation for the distress that had resulted. In the only case where a
complainant has appealed against the Commissioner’s refusal to award
compensation, Rummery was awarded A$8000 compensation (Rummery
Case, 2004). Complainants with his tenacity are rare.

Of the approximately 200 public sector complaints in 2003–2004, investi-
gations found a possible breach of the IPPs in 38 per cent (75). Over half the
complaints were about agencies disclosing personal information, and the rest
were about data security, failure to check accuracy, and collection practices.
One indicator of successful operation of a complaints-based system is that it
can demonstrate that individual complainants get the remedies that the legis-
lation provides in theory. What happened in the 38 per cent of cases investi-
gated where breaches were found? Unfortunately, the OPC did not publish any
systematic information about remedies granted (but this has now improved),
so we can only generalise from the few complaint summaries that are
published. Since 2003, the Commissioner has published an annual average of
15 brief anonymised summaries of significant complaints which have been
resolved without a determination, as well as the few determinations. Of the 19
complaint summaries published in 2004, only three related to agencies. Two
of these were simply illustrative examples of where the Commissioner
declined to investigate. In the one remaining case the agency’s employee did
disclose to the complainant’s ex-partner that the complainant was to receive
money from a court settlement, allowing the ex-partner to obtain a court order
restraining the complainant from accessing that money. Because the
complainant wished to pursue other action against the agency in the Courts,
the Commissioner ceased investigation. 2003–2004 is a typical year: there is
no substantial evidence that the Commissioner enforces the Act against
Commonwealth agencies in any way that produces remedies for complainants.
This non-reporting makes the office less accountable, and squanders the
potential deterrent effect of the Act. Other Asia-Pacific Privacy
Commissioners are also opaque in their enforcement practices (Greenleaf
2003), though perhaps not to this extent.
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There are some innovative enforcement aspects of the Act, but they have
been little used. First, the Commissioner can conduct ‘own motion investiga-
tions’, which do not require an individual complainant, but any recommenda-
tions made are not enforceable by determinations. Although 42 such matters
brought to her attention by media reports or other sources were investigated in
2004–2005, few details of these investigations or their outcomes were
published. Their potential as an avenue for public critique of system failures is
lost. Second, individuals can seek a court injunction against breaches of the
data protection principles, or threatened breaches (s. 98), but otherwise cannot
enforce their rights in the Courts. The injunction power has only once been
used, in a dispute between two commercial organisations. In practice,
complainants go to the Privacy Commissioner, not a court, in part because of
the risk of substantial legal costs being awarded against an unsuccessful liti-
gant. The Commissioner can also seek injunctions from a court but has never
done so. Third, NGOs, lawyers and others are allowed to make representative
complaints on behalf of a class of complainants, and these can result in
enforceable determinations (including damages) in favour of all members of
the class. In the only published instance of this occurring, a consumer NGO
represented the class of complainants against a private company (TICA deter-
minations, 2005, discussed later).

Are the State and Territory Public Sector Laws Any Better?

The experience of New South Wales, the largest State, shows that many factors
can make privacy protection precarious, from exemptions to politics to costs
orders.

NSW was the first State to legislate for enforceable privacy rights in a State
public sector (Privacy and Personal Information Protection Act 1998). The Act
contains reasonably strong IPPs and sufficient remedies including compensa-
tion up to A$40,000. The problem with the Act is that it is riddled with exemp-
tions and exceptions for particular agencies and practices, and contains
provisions which allow Ministers or the Commissioner to create further excep-
tions with very little control on whether they are consistent with the purposes
of the legislation (Greenleaf 1999). The NSW Privacy Commissioner was
highly critical of this in a submission on a review of the Act (Johnston 2005,
2005a):

The ease with which the privacy protection afforded by Parliament in the PPIP Act
may be overridden by the government of the day through subordinate legislation
and other statutory instruments has ensured that the level of privacy protection is a
moveable feast, but only moving in one direction – away from the highest standards
of privacy protection.
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The holes in the Act are so complex that the Privacy NSW website contains
details of the ‘matrix of exemptions’ in the Act. Its effect is as much to legiti-
mate surveillance and mollify public fears as to protect privacy.

Australian Privacy Commissioners have rarely come into direct conflict
with governments. The first NSW Commissioner, Chris Puplick, was the
exception, becoming involved in public dispute with a government minister.
He resigned in 2003 after strong criticism by the NSW premier. The govern-
ment then unsuccessfully attempted to abolish the office of Privacy
Commissioner (Greenleaf and Waters 2003). It then reduced the staff of
Privacy NSW by one third and refused to appoint a new Commissioner for
nearly five years, effectively removing the office from public debate until
2008. The fragile independence of Australian Privacy Commissioners was
never more apparent.

Despite this the Act continued to work to some extent because
complainants have an alternative route to dispute resolution. They may seek
internal review of their complaint by the agency concerned, and then appeal to
the Administrative Decisions Tribunal if necessary. An average of three
privacy cases per month have continued to be decided by the Tribunal since
2003. However, in recent cases the Tribunal’s appeals division has started to
require complainants to pay the costs of the agency in appeals where the
complainant loses, even when the appeal has been brought by an agency. This
may have a ‘chilling effect’ on complainants because of the uncontrollable
risks of costs (Waters and Paramaguru 2007).

In 2000 Victoria enacted Australia’s strongest public sector privacy legisla-
tion, the Information Privacy Act 2000 (Greenleaf 2000b). The first Privacy
Commissioner, Paul Chadwick, was a former journalist with a reputation for
independence. The Act’s principles are based on those in the private sector
Act. It provides for an extensive range of remedies including compensatory
damages, with mediation by the Commissioner followed by the right of
complainants to seek enforceable remedies from the Victorian Civil and
Administrative Tribunal (VCAT). Although the complaints functions have
only been operative since 2004 substantial compensation does result. For
example a A$25,000 settlement resulted when a government agency disclosed
a woman’s new address to her estranged partner despite the agency’s file
noting that she was ‘at risk’. Her premises were broken into and vandalised the
same day, and she was forced to relocate.

Other than in these two States, data protection in Australia’s public sector
is slow to develop, incomplete, and inconsistent. There has never been a push
for national uniformity, although all State and Territory jurisdictions do
provide access and correction rights to personal information held in govern-
ment documents, as part of their Freedom of Information legislation. The
Northern Territory has enforceable IPPs based on the private sector Act, and a
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Commissioner (Information Act 2002). The Australian Capital Territory
(ACT) applies the Federal legislation to its public sector. Tasmania’s anti-dilu-
vian legislation includes IPPs but no means of enforcement beyond investiga-
tion and mediation by the Ombudsman (Personal Information Protection Act
2004). Western Australia has introduced a Bill which is similar to the Victorian
Act but allows the State’s Ombudsman to be appointed as Privacy
Commissioner (Information Privacy Bill 2007). South Australia and
Queensland have non-legislative, non-enforceable and insignificant adminis-
trative instructions similar to IPPs applying to their public sectors.

Comparison of the enforcement of the federal, NSW and Victorian legisla-
tion suggests that effective privacy law enforcement in Australia might be
better delivered by a quasi-judicial tribunal such as in NSW and Victoria,
rather than by a Privacy Commissioner, although introduction of a right of
appeal against the Commissioner’s decisions might substantially change the
federal system.

Australia’s privacy laws have not forced significant information systems to
be shut down or redesigned, at least to public knowledge. Yet they do give
either Privacy Commissioners or administrative tribunals enforcement powers
in individual complaints, including powers to award damages, that are unusual
in many other countries. In a common law country where privacy protection
is not founded on broad principles but on technical legislation, individual
cases are potentially very significant. Their cumulative effect as a deterrent to
privacy invasion could be very substantial. However, this potential has largely
been squandered in Australia. There are too many impediments to
complainants pursuing their rights in some jurisdictions. Privacy
Commissioners have also failed to publish sufficient information to create a
realisation of the potential of Australia’s privacy laws.

The Rocky Road to Private Sector Legislation

Why did it take 17 years from when Australia acceded to the OECD
Guidelines in 1984, until the Federal Privacy Act 1988 was extended to apply
to the whole of Australia’s private sector in 2001 (Privacy Amendment
(Private Sector) Act 2000)?

By the early 1990s there was some piecemeal private sector coverage, as
already discussed: the NSW Privacy Committee had ‘ombudsman’ powers to
investigate complaints against businesses in NSW; use of tax file numbers by
businesses was regulated; and credit reporting was strictly regulated. Pressure
grew through the first half of the 1990s for further private sector protections,
influenced in part by increasing electronic privacy issues, and in part by the
imminent EU Privacy Directive. In 1996 Liberal Prime Minister John Howard
scrapped proposals by his Attorney-General for private sector privacy legislation
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(A-G Discussion paper 1996), in favour of voluntary self-regulation, due to
pressure from some sections of the business community and a general antipa-
thy to regulation. He requested the States and Territories to follow suit, but
Victoria continued to plan legislation. Privacy and consumer groups continued
to campaign for legislation (Greenleaf 1997).

The Privacy Commissioner proposed a single national self-regulatory
privacy code (OPC 1997). Consumer and privacy groups boycotted any
discussions of voluntary self-regulation, but agreed to discuss the content of
privacy principles. The Commissioner convened discussions between business
and consumer representatives and then published the set of ‘National Privacy
Principles’ (NPPs) she favoured (OFPC 1998). They were criticised by
privacy advocates (Greenleaf 1998) as representing neither a high standard nor
a consensus, but business groups were not overtly critical. Three years later,
these NPPs, essentially unchanged, became the core of the private sector legis-
lation. They were not designed for that purpose, and were never debated in
Parliament, illustrating how accidents of history can shape law.

Privacy and consumer advocates continued to boycott discussion of volun-
tary methods of enforcement of the NPPs, and business groups lost interest in
turning them into Codes of Practice. Meanwhile, perceptions that the
European Union’s Privacy Directive, in force since 1998, could lead to data
export restrictions between Europe and Australia continued to mount. Whether
self-regulation could satisfy these requirements was contentious. Privacy
advocates found a ready appetite in media organisations for stories on these
lines. The Victoria Labor Government offered to drop its proposed private
sector coverage if the Federal Government acted instead (Greenleaf 1999).

In January 1999 the Federal Government abandoned its self-regulatory
approach in favour of so-called ‘light-touch’ legislation including provision
for co-regulation via industry codes of conduct. It admitted this was because
key industry groups had changed their mind and now wanted legislation to
achieve national consistency and certainty. The resulting legislation (Privacy
Amendment (Private Sector) Bill 2000) was strengthened somewhat during
the political process, but too little to satisfy the Bill’s critics who claimed it
would not deliver meaningful privacy protection (Greenleaf 2000, 2000a). The
self-regulation road of 1997–99 had been turned into a dead end. The causes
were complex, but it probably would not have occurred without a decade-long
campaign by privacy groups, or without the belief that there were trade imper-
atives because of the EU Directive.

What rights did the ‘private sector amendments’ create? In most respects
the NPPs are similar to the public sector IPPs that preceded them, but they
included innovations that stemmed from the business-advocate discussions
convened by the Privacy Commissioner. These included the ‘anonymity prin-
ciple’, the principle limiting re-use of identifiers, the deletion principle, and
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the limits on data exports, all previously discussed. These additional principles
have subsequently been taken up in most post-2001 State and Territory public
sector laws.

Is the Private Sector Legislation Effective?

About 80 per cent of all complaints to the Commissioner are against the
private sector (OPC 2005: Annual Report 2004–05). The private sector provi-
sions of the Federal Act are enforced in much the same way as the public
sector provisions, discussed earlier.

Tenants Unions made a representative complaint on behalf of their
members against TICA, a database about tenants consulted by real estate
agents (TICA determinations, 2005). They persuaded an initially reluctant
Commissioner to make determinations that TICA had breached the NPPs in
numerous ways, including by charging tenants merely to make a request to
access their tenancy record; by charging excessive amounts for access; by fail-
ing to ensure data quality standards; by having excessively general reporting
categories; by failing to advise tenants when they were listed; and by failing
to destroy or de-identify information no longer needed. TICA was required to
make systemic changes to its practices, to the benefit of many thousands of
tenants.

In the six years the private sector provisions have operated, this is the only
enforceable order (determination) made against a private sector body. There
have also been occasional significant mediated disputes, notably when the
Commissioner convinced Veda Advantage to delete 65,000 debts listed by a
telecommunications company in liquidation, since it could no longer prove
their validity. What happens to the rest of the thousand or so complaints
received annually against the private sector? About 60 per cent are closed
without investigation. In only about 5 per cent of cases does the Commissioner
reach even a provisional view that there might be a breach of NPP, but subse-
quently ceases investigation after concluding that the respondent has dealt
adequately with it, possibly after conciliation. No details of the outcomes of
these conciliations were provided except that the resolutions include ‘provi-
sion of access to records, correction of records, apologies, change to systems,
[and] amounts of compensation ranging from less than $500 to $20,000’ (OPC
Annual Report 2004–2005). Of the 22 complaint summaries published by the
Commissioner in 2004–2005 (OPC complaints 2004–05), none involved any
financial compensation, let alone such a significant sum as $20,000. They are
mainly variations on how complaints are dismissed, and none involve signifi-
cant systemic changes. This is a substantial failure of accountability.

The Federal Privacy Commissioner states that most business organisations
consider that ‘the overall level of compliance is good and the Office’s
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approach is working well’, but notes that in contrast, ‘the perceived lack of
enforcement mechanisms in the Privacy Act especially in relation to determi-
nation enforcement is a matter of strong concern amongst the advocacy and
consumer groups’ (OPC Review 2005). This is an unduly self-satisfied conclu-
sion. The Commissioner’s own Review (2005, Appendix 14) summarises the
results of a survey of satisfaction levels of 100 complainants and 41 respon-
dents. On every criterion of satisfaction measured (timeliness, impartiality,
process information, communication of reasons, satisfaction with service and
satisfaction with outcomes) complainants were far less satisfied than respon-
dents. In some cases, the disparities in satisfaction were large: only 43 per cent
of complainants were satisfied with outcomes, but 86 per cent of respondents
were satisfied. In addition, 41 per cent of complainants considered the service
poor, and 56 per cent did not think they had been dealt with fairly. Unless the
dissatisfaction of complainants is quite unjustified, these results suggest that
the complaints process itself may be demonstrating to respondents that they
have little to fear from the Privacy Commissioner. The Commissioner’s fail-
ure to publish sufficient details of complaint outcomes reinforces such a belief.

The emphasis in this and preceding sections on complaint outcomes,
compensation and reported complaints is perhaps typical of the empirical and
inductive common law approach. It reflects an approach to privacy protection
based on the technical minutiae of positive law. However, that is the only
approach possible in the absence of any theoretical underpinnings of principle,
such as Germany’s ‘informational self-determination’ doctrine, strongly
upheld in that country’s courts, yet conspicuously lacking any equivalent in
Australian law.

ROLE OF PUBLIC OPINION

Privacy is usually an elite concern in Australia as a public issue, but is capa-
ble of quickly grabbing public attention and widespread media coverage. This
ensures that policymakers do not ignore privacy issues, but instead devote
resources to managing them.

Public and Organisational Attitudes to Privacy Protection

Public concern in Australia for privacy and data protection interests is gener-
ally high, at least in the abstract, according to survey data. There would also
appear to be widespread public support in Australia for legal safeguards of
these interests (Morgan 2004 referring also to 1995 and 2001 surveys).
However, community knowledge of existing safeguards appears to be poor.
Although knowledge that federal privacy laws exist has risen to 60 per cent of
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respondents, only 34 per cent were aware that the Federal Privacy
Commissioner existed (Morgan 2004).

Australian organisations in both the public sector (Morgan 2001) and
private sectors (Morgan 2001a) seem generally to regard public concern about
privacy issues as legitimate and as an important factor to take into account
when dealing with information about their customers and clients. They seem
to be generally supportive of existing privacy laws, though there are some
gaps in knowledge of how these laws work, particularly with respect to the
business community.

Elite Involvement in Privacy Issues

Elite participants interested in privacy issues are well served in Australia, in
the sense that it is possible for individuals to have an impact on policy devel-
opment, and there are NGO structures to facilitate their doing so. Although it
is a big country, Australia has a relatively small civil society and most signif-
icant meetings are held in Canberra or Sydney. Attendance is often possible for
the policy elites residing in those cities. Ministers, Opposition spokesmen,
Privacy Commissioners and other policymakers are relatively accessible in
comparison with the policy makers of Washington or Whitehall.

Consumer groups, including specialist telecommunications, credit and
medical consumer groups, as well as the broad-based Australian Consumers
Association, take a continuing interest in privacy issues. Some general civil
liberties organisations also do. Of these, Electronic Frontiers Australia (EFA)
has been the most prominent (EFA 2004), providing continuous detailed input
into privacy debates and lobbying.

Since 1987 the Australian Privacy Foundation (APF 2007), formed to
oppose the Australia Card, together with its members wearing other hats, have
been the most consistent and effective privacy advocates in Australia, though
still rarely gaining the policy changes they seek. ‘Ex officials’ including two
former deputy Privacy Commissioners have been key APF board members or
Chairs since its inception. The APF’s key achievements since the defeat of the
Australia Card include leading the opposition to ‘positive reporting’ which
resulted in the credit reporting legislation (1990), leading the boycott against
self-regulation discussions (1997), and its role in opposing the ‘Access Card’
(2007). The APF also influenced the content of the NPPs (1998), obtained
Opposition support for successful improvements to the Federal private sector
legislation (2000), obtained upper house support to stop the NSW government
abolishing its Privacy Commissioner in 2004, and derailed Federal plans to
convert the census into an identified longitudinal database in 2005 (APF
2005). The Australian Privacy Charter launched in1993 is a restatement of
privacy principles in a stronger and simpler form than the Privacy Act’s IPPs.
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It was developed outside the APF but led and drafted by APF participants. It
had a strong influence on the NPPs, and was subsequently adopted by the APF
as its ‘policy constitution’.

The APF also launched the Australian Big Brother Awards (the ‘Orwells’)
in 2003, influenced by Privacy International. Winners of the premier ‘Lifetime
Menace Award’ for long records of profound disregard for privacy have
included a Federal Attorney-General for sponsoring anti-privacy legislation,
and the NSW Government for its failure to appoint a new Privacy
Commissioner. This irreverent approach to public officials sits well in the
Australian psyche, and has obtained good media coverage.

Organisations of professionals have not had a continuing input into the
development of privacy laws, with the exception of the Australian Computer
Society (ACS), the largest organisation of computing professionals. Since the
early 1970s ACS has consistently supported the development and strengthen-
ing of information privacy laws. In part this can be explained by an overlap of
key activists with the APF, but nevertheless the whole professional body has
been willing to appear in the pro-privacy camp.

Business groups are almost always better resourced than NGOs, and key
groups have much more ready access to ministers than do NGOs. The
Melbourne-based employer group, ACCI, was particularly influential in
getting the Federal Liberal Government to first oppose private sector legisla-
tion and then, two years later, to adopt it in a ‘light handed’ version. However,
business groups have often not been as adept in using the press on key privacy
issues as have NGOs, and they do not uniformly achieve their objectives. A
privacy issue is never a hopeless cause in Australia, nor is victory assumed.

A small group of key business representatives, and a core group of privacy
advocates have remained relatively stable for at least 15 years, while govern-
ment representatives have changed far more regularly. This has often facili-
tated effective communication of positions, with compromises on either side,
particularly in relation to legislative developments. For example, in the 2005
review of the Privacy Act, businesses and privacy advocates were able to agree
that requiring opt-out notices in all direct marketing communications was a
sensible change to existing law, though it did not represent the ideal position
of either side (OPC Review 2005).

Public Opinion’s Influence on Privacy Developments

By the mid-1970s there was considerable media attention to privacy issues
throughout Australia, arising from fear of computers (Australian businesses
being relatively ‘early adopters’), from notorious abuses of ‘Special Branch’
police political surveillance, and from widespread fears of the actions of
credit bureaux. Although the Australian Law Reform Commission privacy
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investigations from 1976 helped keep the issue alive, privacy was less promi-
nent as a public issue throughout the early 1980s. The ‘Australia Card’ defeat
in 1987 gave privacy credibility as a national issue, and it has remained a
significant public issue since then, but there has been no equivalent extraordi-
nary issue to galvanise opinion. The result has been (in the view of privacy
advocates) that Australians have suffered the fate of the boiling frog: that each
incremental increase in surveillance has gone largely unnoticed (the tax file
numbers and ‘parallel matching’, the extensions of financial surveillance, the
spread of CCTV etc) and largely unopposed because the cumulative impact is
not apparent.

LOCAL CULTURE AND TRADITIONS VS
INTERNATIONAL INFLUENCES

National Culture and Traditions

Australia’s self identification as ‘The Lucky Country’ (Horne 1966) is appo-
site in relation to privacy. There has been no wartime occupation or an author-
itarian regime from which to recover and no terrorist actions as yet within the
country to prompt (or justify) major changes in mass surveillance. Australian
privacy protection has therefore as yet only needed a story of incremental wins
balanced against losses, not a cultural revolution. It is a complex balance
sheet, with much scope for disagreement about what type of balance has been
reached.

Our legal culture’s British inheritance has not served us well in creating
foundations for privacy protection. From Britain Australia inherited no
common law right of privacy, and no constitutional bill of rights as a basis for
privacy protection, and nor does it have major treaty obligations. Whereas
Britain has now imported the last two from the Continent, Australia languishes
with neither and lacks any underlying principle such as ‘informational self-
determination’ on which privacy protection can be anchored. If the immediate
future is one of increasing encroachments on privacy and other civil liberties,
where justifications are framed in terms of increasing risks from terrorism,
Australia’s national culture and legal traditions have few tools with which to
resist and shape such encroachments.

International Privacy Developments and their Influence

Despite Australians’ minimal obligations under international privacy agree-
ments (discussed earlier), Australia has had a significant role in the develop-
ment of those standards, and its domestic legislation has in fact been
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influenced by those international developments. Three agreements have had
key influences in each of the last three decades.

The OECD Privacy Guidelines (1981) were adopted by Australia in 1984.
An Australian, Justice Michael Kirby, chaired the expert group that drafted
them. There is no method of enforcing the Guidelines, either by OECD
members or by individuals, and no external assessment of whether they have
ever been implemented (though their terms require implementing legislation).
Australia implemented them for its Federal public sector in 1988, but took
until 2001 to implement them in the private sector, and has put no pressure on
State public sectors to implement them. The OECD Guidelines clearly influ-
enced the IPPs in the ALRC Privacy Report (1983), and via that route the
public sector IPPs in the Privacy Act 1988 which mirrored them fairly faith-
fully. Since then there has been a ‘ripple down’ influence through all
Australian privacy laws, which all probably satisfy the OECD Guidelines’
reasonably weak requirements. Australia subsequently became a strong
promoter of the OECD Guidelines as the ‘only credible international standard’
(Ford 2002) in the negotiations over the APEC Privacy Framework.

Throughout the 1990s, the EU Privacy Directive (1995) was a constant
feature of elite debates and newspaper reportage in Australia because of the
success with which privacy advocates played the ‘adequacy card’. The content
of the Directive had some influence on the federal Privacy Commissioner’s
NPPs in relation to ‘sensitive’ information and inclusion of a data export
provision. However, the European Union is not yet satisfied that Australia’s
private sector privacy legislation is ‘adequate’ in European terms. Europe’s
data protection Commissioners are very critical of the Australian legislation
(Article 29 Committee 2001), resulting in claims of unfairness and willful
misunderstanding by Australia’s federal government (as exemplified by Ford
2002). The EU commenced its formal assessment of the ‘adequacy’ of
Australia’s privacy laws in 2005 and (depending on the outcome) this may
further increase hostility between Australia and Europe over data protection
issues.

In the present decade, the international focus of Australian policy has
turned to APEC (Asia-Pacific Economic Cooperation) and the development of
the most recent international privacy instrument, the APEC Privacy
Framework (2004). Australia had a significant influence on the development
of the Framework, the first draft of which was by an Australian committee
chair (Greenleaf 2003a). The principles in the APEC Privacy Framework are
weaker than in Australia’s existing laws and are at best an approximation of
the OECD Guidelines (Greenleaf 2005). The APEC Framework was only
completed in mid-2005 in relation to data export restrictions. Although the
Australian government has expressed antipathy to judgments of its privacy
laws by any other country (see Ford 2002), APEC did not reject the legitimacy
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of data export restrictions and therefore set itself against EU notions of
‘adequacy’, contrary to the fears of some commentators (Greenleaf 2006). The
final framework said virtually nothing on the subject and there is now little
chance that APEC will develop into an anti-EU bloc (Greenleaf 2005).

Australia has therefore had 20 years’ involvement in developing interna-
tional privacy standards as an influential non-EU participant. Its chosen role
has been to advocate privacy protection as a legitimate and unavoidable issue,
but one that can be managed in the interests of business and government,
rather than advocacy of privacy as a human right.

WINNERS AND LOSERS

The broad trajectory of the development of privacy protection in Australia is
one of steadily increasing surveillance, but the picture is not uniformly nega-
tive. Often these losses to privacy are accompanied by small gains in individ-
ual privacy rights and ability to exercise them. Increased surveillance and
increased legislative protection have often occurred in tandem, as legislative
‘packages’. It may well be that Australians are accepting more surveillance as
part of the price of an information-based economy and to achieve an accept-
able level of social control, but this is still accompanied by demands for mech-
anisms to control abuses. ‘One step forward, two steps back’ is the general
trajectory.

Court decisions and complaints to Commissioners have played very little
significant role in bringing about systemic changes to practices. Privacy
Commissioners have delivered some justice to individual complainants. But
even there their record has been very limited and their general failure to use
their complaints experience as a method of deterrence and public education
makes it questionable whether the expenditure of public monies has been
worthwhile.

Australian privacy legislation leaves many consumers and citizens as major
losers in many of their most important life roles. Unprincipled exemptions
from the Federal Privacy Act are a major cause: as voters, political parties owe
them no privacy; as employees, they are left to fragments of protection in
industrial laws and varying State laws; as customers of the majority of busi-
nesses in the country (so called ‘small’ businesses) they have no privacy rights
unless the business trades in personal information.

The negative privacy protections of inefficiency mean that Australians are
still winners in not having a national ID card. ‘Like the Australia Card’ is still
the kiss of death to any identification proposal in Australia, and is flatly
asserted and denied by those on either side of an issue, usually with little grasp
of what the Australia Card proposal involved.
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Information Flows and Constraints

The main gains in privacy protection in Australia stem from the simple fact
that legislation exists. Both government agencies and private sector bodies are
generally law abiding even in the absence of any effective sanctions or credi-
ble threat of sanctions, at least if the compliance costs are not too high. The
potential for embarrassing media publicity is probably more potent than the
featherweight sanctions employed by Privacy Commissioners.

In the private sector, observance of the law still keeps personal information
by and large segregated into databases which reflect different industry sectors,
and all consumers are winners in that. There have also not been radical
changes in relation to private sector access to data from public sector registers.
Data aggregators seek to break down both these barriers, but for the moment
have not succeeded. In 2007, industry efforts re-commenced to remove the
restraints found in the credit reporting and private sector legislation.

The flows of personal information from the private sector to the public
sectors have expanded to a massive extent over the past 15 years, thanks to the
various data matching schemes, and to the financial surveillance requirements.
However, within the public sector, and from the private sector to the public
sector, recent developments threaten to tear down barriers to information use
and merger. All Australians in their capacity as citizens are in danger of losing
their privacy. That must be the focus of an assessment of future prospects.

PROSPECTS FOR THE FUTURE

The future of privacy always looks dangerous because there are always
proposals on the horizon, or new systems in place, which look as though they
pose great dangers of abuse. In hindsight we see that most proposals fail – with
excessive privacy dangers sometimes a cause – and that many new systems are
implemented more cautiously than we feared.

The Political Ascendancy of Surveillance Post-2001

By 2007 the future for privacy in Australia looked more bleak than it had at
any time since the Australia Card seemed a fait accompli almost two decades
earlier. The prospect of a never-ending ‘war on terror’ has made everyone’s
privacy a hostage to agendas which have little to do with genuine attempts to
defeat terrorism, but which find it a convenient cover. There are many post-
2001 developments in Australia which fall within this category. The ease with
which such legislation could be passed in Australia is partly explained by the
fact that although terrorist attacks have not yet occurred within Australia, there
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have been significant terrorist attacks on Australians in Bali, Indonesia in 2002
and 2005. The Labor Federal Opposition during those years, and the Labor
governments of most States and Territories, were cowed by the perceived
danger of being labeled ‘soft on terror’, and even promised to pass proposed
legislation before they saw the details. Repeatedly the Federal Liberal Party
Government refused to release contentious legislation in bill form so as to
enable informed public debate and used its majorities to rush it through both
houses of Parliament.

The ease of passage of invasive legislation was caused by a drastic change
in the political situation described in the opening of this paper, whereby the
protection of privacy in Australia has always depended on limitations on polit-
ical power in Australia. In particular, governments in Australia have rarely
controlled the upper house of Parliament, and have therefore been forced to
make political compromises to pass legislation. In July 2005 the Howard
Liberal Party government obtained a slim majority in the Federal Senate. They
then relentlessly pursued a radical agenda of political change in industrial law,
education, social security and, not least, national security and surveillance.
The political balance that formerly protected privacy was lost.

Telecommunications interception legislation was amended in 2004 to elim-
inate the requirement of judicial warrants for access to stored communications
such as email, SMS and voice mail. This followed earlier amendments allow-
ing security agencies to plant surveillance devices in computers and take other
actions which would otherwise breach computer crime legislation.

New passports legislation in 2005 allows the Department of Foreign Affairs
and Trade to develop an electronic passport, featuring a facial biometric and
possibly other biometrics. The justification offered was mainly the demands of
the USA for such passports if countries wished to retain visa-free status for
their nationals.

New anti-terrorism laws contain provisions which are not confined to
terrorism offences but are part of long-standing government wishes to give
agencies extra powers, including federal police powers to give notice to
produce information for ‘other serious offences’, extensions of optical surveil-
lance, changes to the Financial Transaction Reports Act (discussed below),
and extended powers of Customs officers (Anti-Terrorism Act (No 2) 2005;
see APF 2005a).

Anti-money-laundering and counter-terrorism financing laws now require
63 categories of businesses to identify and monitor transactions and activities
of their customers, extending to transactions as minor as phone or public trans-
port smart cards. Critics argued that ‘At least under the current scheme, most
reporting is by supposedly well trained bank employees, but in future thou-
sands more people, from casual jewellery store clerks to junior real estate
managers, will be legally required to pass on judgments about their customers,
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that could bring innocent individuals under official suspicion’ (Anti Money-
laundering and Counter-Terrorism Financing Act 2006; see APF 2005b). The
APF identifies the AUSTRAC system as the central new surveillance system
emerging in Australia which straddles the public and private sectors (APF
2005c):

[The] existing FTRA/AUSTRAC regime . . . has offended against privacy princi-
ples since its inception, and has progressively developed into a wholly dispropor-
tionate surveillance system, part of which involves secret files which can have the
potential to blight innocent people’s lives without any knowledge or recourse. The
history of the FTRA . . . has been a classic example of ‘function creep’, with the
original justification of fighting serious and organised crime having long since
given way to routine use by agencies for other purposes, culminating last year in the
granting of access to [social security and child support agencies].

In addition to developments under the anti-terrorism cloak, there are many
public sector developments which involve an unprecedented degree of surveil-
lance for Australia, including in the areas of health and transport systems.
However, the development of a national identification system under the guise
of a ‘Health and Welfare Access Card’ posed the greatest long-term threat to
privacy interests.

‘The Access Card’ ID System – Another Near Miss

Liberal Party Prime Minister John Howard put the issue of an ID card back on
Australia’s political agenda in the wake of the London bombings of July 2005,
but it temporarily disappeared when it became clear that ID cards were not
seen as related to this issue in the UK. It reappeared in April 2006 with the
announcement that his government had rejected the idea of an ID card, but
would introduce a ‘Health and Welfare Access Card’ instead, intended to
replace up to 17 government benefit cards and to reduce fraud against the
social security and medicare systems. It was proposed as a multi-function
smart card, on part of which individuals would be able to store their own
medical and other information. It was claimed that, while individuals would
be free to use the card for any purpose they chose, no one outside the welfare
and health benefits system would be able to demand its production.

Critics argued that the proposal was indistinguishable, other than for its
greater technical sophistication, from the Australia Card proposals of 20 years
earlier (Greenleaf 2007, 2007a, 2007b). The essential components of the
proposal were a Register to contain photographs, signatures, location informa-
tion and an ID number for each adult, and links to benefit agency systems; and
a chip-based card which would contain the photo, signature and ID number 
on both card and chip, plus a separate number to act as a debit card linked to
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the financial system through ATMs. The proposed legislation would have
allowed expansion of the content of both register and chip with little legisla-
tive control; access to the Register by police and security agencies; and a
system of ‘infringement notices’ when the card was improperly demanded.
Supporters and critics disputed what was needed to reduce social security
fraud, whether ‘function creep’ was inevitable (or even intended), and whether
‘pseudo-voluntary’ production of the card would see it develop into a near-
universal ID system.

The Australian Privacy Foundation and civil liberties organisations
opposed the proposals to little apparent effect until a Parliamentary upper
house Committee with a government majority began what were expected to be
routine hearings on the Bill after its passage through the lower house. The
Committee agreed with critics that the Bill was unacceptable because it did not
contain the whole legislation (it was proposed there would be a later second
Bill). However, its report made clear that it was dissatisfied with many
substantive aspects. The government withdrew the Bill within 24 hours. Three
months later it released a ‘consultation draft’ of a completed replacement Bill
(Greenleaf 2008).

The Howard government did not reintroduce the Bill into Parliament before
Australia’s federal election in November 2007, partly because of the political
risk involved in introducing ID card legislation once an election was immi-
nent. This was the result that the extra-Parliamentary opposition had aimed to
achieve. In the week before the election, the Labor Party Opposition finally
announced its clear rejection of the Access Card. The Rudd Labor government
was elected on 24 November and within a week it had formally announced the
scheme was scrapped, had disbanded its administration, and told all contrac-
tors to stop work (Greenleaf 2007b). Exactly 20 years after the defeat of the
Australia Card, the political process had again rejected a national ID card
scheme.

Despite the Howard government’s apparently dominant political position
from 2005 to 2007 and the expenditure of millions of dollars on technical stud-
ies and consultants, it was unable to push this legislation through in the face
of determined extra-parliamentary opposition and public skepticism. The
scrapping of the Access Card is testimony to the enduring effect of politics in
Australian privacy developments.

Back to ‘Muddling Through’?

It would be reassuring to be able to conclude that privacy in Australia will
again ‘muddle through’ as a complex balance sheet of incremental gains and
losses, a continuation of its past history. In Australia privacy is politics,
because the constitutional and other institutional protections of privacy are so
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weak. The lack of a history of overturning authoritarian regimes may also
make it more difficult for Australia to resist incremental encroachments on
privacy. At the end of 2007 the political pendulum has again swung, and
democracy has delivered a pro-privacy result. But it is too early to conclude
that Australia has a government actively supporting privacy, and that is not
expected.

It is more likely that Australia will be back to the usual situation of govern-
ments frustrated in pursuing their ambitions of surveillance (in order to
achieve their other goals) because of oppositions opportunistically advocating
privacy in order to create political damage to their opponents. The new Federal
government does not have a majority in the upper house, and it is quite uncer-
tain whether it will ever obtain one, so there are better prospects than in recent
years for the extra-parliamentary supporters of privacy to impede surveillance
by obtaining support from the opposition parties. However, there is no reason
to expect that the recent losses to privacy outlined above will ever be rolled
back: both sides of politics seem committed to expanding the surveillance
capabilities of the state. Perhaps this government will be more reluctant to use
‘national security’ to continually erode privacy, but there is no guarantee of
that, as it complied with most of the previous government’s wishes on that.
The post-2001 trajectory of support for increased surveillance has had
substantial support from both major parties, and at both levels of government.
Privacy has few friends except opportunism.

To conclude on an optimistic note, by mid-2008 the Australian Law Reform
Commission (ALRC) will complete the first major review of federal privacy
law in 20 years, and the New South Wales Law Reform Commission will do
likewise for that State’s legislation. The ALRC has indicated its intention to
recommend major changes to the Federal Privacy Act, strengthening its prin-
ciples, unifying them between the public and private sectors, and removing
many of the procedural defects such as the lack of rights of appeal (ALRC
2007, Greenleaf 2007c). If these reforms are adopted by the Rudd government
and its State counterparts, then information privacy protection will be
strengthened, to complement the near certainly of accompanying extensions of
surveillance. Whether they will be strengthened enough for a Web 2.0 society
and a post-2001 state is a story for the future.
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6. Hungary

Ivan Szekely

Constitutional democracy had barely triumphed in Hungary when, in January
1990, the scandal called ‘Budapest Watergate’, better known to Hungarians as
‘Duna-gate’, broke out. (Duna is the Hungarian name for the Danube, widely
regarded as the great national river of the country.) What happened was that
activists belonging to certain new political parties, who used to be called
‘dissenters’ during the not-so-distant days of the overthrown regime, now
clandestinely entered the offices of the internal security agencies, and filmed
what they found there during the night. The footage presented at a press
conference proved that the infamous ‘III/III Division’, which kept the ‘inter-
nal enemies’ of the communist regime under surveillance, had actually
survived the symbolic date of the democratic turn (23 October 1989), and
continued tapping the phone lines of new party leaders and activists, keeping
their private lives under surveillance and preparing reports on the information
thus collected.

Although several commentators later suggested that this was nothing but
the aimless and dysfunctional reflex of an apparatus left to its own devices
after the collapse of the political system that had created and employed it, the
scandal was hyped up by the printed and electronic media, which contributed
in good measure to the devastating defeat of the successors of the single party
in the free elections that took place a few months later. (The surviving reform-
communist party received only 10 per cent of the votes, the new democratic
parties about 90 per cent.)

Two weeks after the scandal erupted, the sources also revealed the identity
of the person who had helped the documentary crew (named ‘Black Box’) to
enter the premises and shoot their film. This was a renegade intelligence offi-
cer named Végvári who, after much self-torment, had made contact with the
new democratic forces himself, and ended up in front of the television cameras
making a public confession.

Duna-gate had more than mere political significance. It triggered a crisis of
conscience among rank-and-file agents and their ‘recruited’ civilian collabora-
tors, who often wrote secret reports on their colleagues, neighbors, and even their
own families. By drawing public attention to secret surveillance methods, it also
served to heighten public awareness of the vulnerability of privacy in general.
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Today, Hungary is one of the so-called new European democracies, a
member of the European Union, a forerunner of institutionalizing informa-
tional rights in its region. The country inherited its central population registra-
tion system from the old regime, under which every citizen’s basic
identification data, such as name, mother’s maiden name, or date and place of
birth, are registered, and this registry serves as an authentic data source for all
sectors of public administration. However, the universal personal identifica-
tion number has been split into three sectoral ID codes used in public admin-
istration. The biggest collectors of personal data are the tax authorities, the
social insurance and the central voters’ registry of the Ministry of the Interior.
Other major centralized data controlling systems include the Central Statistical
Office, the central vehicle registry containing both vehicles’ and owners’ data,
and the system of employment offices.

With the introduction of a market economy, new private data monopolies
have emerged, including commercial banks, insurance companies and private
pension funds. Direct marketing is legal and regulated by law; spamming is
unlawful but widespread. Still, more than 15 years after the Duna-gate scan-
dal, accusations and public revelations about collaboration by public figures
with the former secret services remain on the agenda.

When totalitarian rule was finally overthrown, the demands and opportunities
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for reform were quickly exploited. A tightly-knit system of institutional safe-
guards for the new informational rights was constructed, including the protec-
tion of information privacy and freedom of information. As a result, in the late
1990s Hungary was catapulted into the position of a sort of role model for the
fledgling democracies of the region.

The new Constitution includes the right to protection of personal data
among the basic rights and freedoms. This provision is expounded by the
Constitutional Court, and accordingly reflected in the legal regime, as the right
to ‘informational self-determination’ – that is to say, the fundamental principle
is that everybody has the right to control the flow of his or her personal data.
The legislation follows the European general Act – sectoral Acts model. The
basic law (the general Act in this respect) is the combined Data Protection and
Freedom of Information Act of 1992 (DP&FOIA) which encompasses both
the public and private sectors, in terms of all data processing operations,
whether digital or conventional, paper-based. The sectoral Acts dealing with
data protection (more precisely: with the processing of personal data) include
the Records Act, the Direct Marketing Act, the Medical Data Act. Further
central privacy provisions are to be found for example in the Police Act, the
National Security Act, the Banking Act, the Insurance Act and several other
Acts. Today, Hungary has nearly 1000 Acts and regulations that contain such
provisions, more than 150 of them explicitly citing the DP&FOIA.

The independent supervisory institution of the new informational rights is
the Parliamentary Commissioner for Data Protection and Freedom of
Information (often referred to as the data protection ombudsman). His tasks
involve the monitoring of the implementation and enforcement of the protec-
tion of personal data and the disclosure of data of public interest; investigat-
ing complaints and making recommendations (with binding force). The
Commissioner’s office has about 45 staff members, and it has a far-ranging
investigative license; most of the employees are legal experts or information
specialists. His powers encompass both the public and the private sector and
are subject to very few restrictions.

Although the Commissioner’s activities have, in practice, little administra-
tive force, most of his positions are issued as non-binding recommendations,
the institution is regarded as highly successful, relying on a broad base of
professional and public recognition. Most observers feel it has won deference
and support for its recommendations among data processors and data subjects
alike. At the level of individual organizations the supervision of fair process-
ing of personal data is supported by the system of internal data protection offi-
cers and internal data protection regulations, both stipulated by laws affecting
a wide range of data processors.

Today, the exigencies and prospects of revolutionary change in guarantee-
ing personal freedoms and autonomy have lost much of their momentum and
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currency. In the first few years of the new millennium, international events and
domestic developments such as anti-terrorist measures or merging of business
databases created unfavorable conditions for the enforcement of informational
rights in Hungary. That said, the country continues to be recognized interna-
tionally as being at the forefront of institutionalized privacy protection, which
remains a cornerstone of Hungarian democracy. Indeed, Hungary has become
something of a testing ground for latter-day democratic states to work out their
own privacy concerns.

KEY DEVELOPMENTS IN PRIVACY PROTECTION –
A BRIEF HISTORY

Prior to World War II – and, for different reasons, for a long period after it –
Hungary was not in a position to deploy a full catalogue of individual rights,
including a modern system of informational rights. However, for the student
of legal antecedents, it is important to remember that the authoritative
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Hungarian textbook of civil rights from the period between the two Wars
(Szladits 1941) reflects a positively progressive approach compared to similar
western European works of the era.

Privacy in those days was conceived of as part of the larger scheme of
protecting individual rights under civil legislation, especially the ‘inner image’
of the person, that is the general right to human dignity and personality.
Equally remarkable in this regard is Hungary’s Penal Code of 1878, the so-
called Csemegi Codex (Act No. V of 1878), which remained in force through-
out the first half of the century, and defined a number of punishable felonies.
Among these was the ‘prohibited revelation of a secret’, a notion used to
prevent the unauthorized release of confidential information about clients by
doctors, lawyers, and other professionals.

The first meaningful step along the road toward modern privacy protection
in Hungary was a measure incorporated in the Civil Code in 1977; this
declared that ‘the processing of data by computerized means shall not violate
individual rights’. The enactment of this provision was not preceded by any
sort of political debate or social interest, nor by any high-profile case
surrounded by public controversy. In all likelihood, it emerged from profes-
sional circles familiar with western legislation, disputes, and initiatives.

International documents on data protection framed in the early 1980s 
– such as the OECD guidelines and the data protection convention of the
Council of Europe – did not pass unnoticed in Hungary. They may have
contributed to the decision of the president of the John von Neumann Society
of Computer Science in 1981 to propose an ‘Information Technology Act’,
which was sadly deemed ‘inopportune’ by the political leadership at the time.

A New Concept in an Old Setting

The first really substantial step – and one that remains seminal today – was
taken by an informal multidisciplinary group that had grown up under the
wing of KSH, the Central Statistical Office, in the 1980s. This was the last
decade of the Kádár Era, named after János Kádár, who came to power as
leader of the communist party after the suppression of the Revolution of 1956,
and ruled the country for over three decades. The KSH group collected and
analyzed western debates, publications, laws, and legal practice, notably
including international documents and initiatives pertaining to the protection
of personal data and freedom of information.

The group fashioned a comprehensive concept for the information regime
of the new Hungary to come, at a time when the country was still being run by
the single-party state. The basis of this concept was the dichotomy of a trans-
parent, accountable state and the autonomous, self-determining citizen. In fact,
the group prepared two versions of a bill that combined elements protecting
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both information privacy and freedom of information. One of these two early
drafts ultimately became the foundation of Hungary’s combined data protec-
tion and freedom of information Act (DP&FOIA), the basic information law
still in force today.

Thus by the time communist rule was finally overthrown, not only a
general legal concept, but also the single most important constitutional draft
incorporating it already existed. This gave Hungary a professional and histor-
ical edge during the upheaval of the political transformation, allowing for
speedy completion of the infrastructure of information law and its reinforce-
ment by the appropriate institutions. Most important among these was the
office of the Parliamentary Commissioner for Data Protection and Freedom of
Information (DP&FOI) Commissioner.

Beyond its professional input, the KSH group later gave Hungary, among
others, the first president of its new Constitutional Court, who also became
President of the Republic in July 2005; the first and the current DP&FOI
Commissioners; one of the professional leaders of a reformed Ministry of
Justice; and the author of this study. Those members of the group who did not
take up office in the institutions of the new political arrangement founded a
civil organization, InfoFilia, the Hungarian Data Protection and Freedom of
Information Foundation. During the period until the election of the first
DP&FOI Commissioner, InfoFilia was instrumental in promoting up-to-date
awareness by translating and publishing major international documents deal-
ing with informational rights.

The Democratic Turn and the Period of Transition

In October 1989, after long months of demonstrations and tense negotiations,
the new democratic forces took over political power, and, on the anniversary
of the bloodily suppressed 1956 revolution – the first nationwide uprising
against Soviet rule – the Third Hungarian Republic was proclaimed. This act
was emblematic of the single decisive development in recent Hungarian
history: the basic transformation of the political system. This transformation
went hand in hand with the weakening and eventual collapse of Soviet mili-
tary and political power, the dissolution of the single party state, the overhaul
of the legal system and public administration, the rapid rise of a market econ-
omy, the emergence of major organizations in the private sector, the appear-
ance of NGOs, and of course the influence of all of these factors on society.
These circumstances created a once-in-a-lifetime chance – a window of
historic opportunity that remained open for a couple of years – to shape power
relations pertaining to information almost at will, draft the new rights and set
up the new institutions, as well as to proclaim information principles and situ-
ate them on a reshuffled list of priorities.
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Thanks to the efforts of the KSH group, Hungary succeeded in exploiting
this opportunity efficaciously and in time, putting in place all the major legal
and institutional guarantees before the first wave of change subsided. In the
domain of informational rights, this wave came in the form of reforms and
initiatives launched from above – in hindsight, one might say it was an elitist
movement in its origins.

This is not to say that the masses went unheard in this era. In fact, these
voices were very strong, if not in the defense of privacy in particular, at
least in their demands for rights and liberties in general. The privacy-related
topic that received the greatest social and media exposure was the operation
and eventual disbanding of the secret intelligence agency – the Hungarian
equivalent of the Russian KGB or the East German Stasi. The single-party
state maintained this organization throughout its existence under names,
including the ‘III/III Division’. It differed little from its counterparts in
Hungary’s allies, its main function being to monitor large chunks of its
people’s private lives. Although the number of agents and their collabora-
tors and the scope of their activities was never as extensive as in the GDR,
everyone was aware of its machinations. This awareness left an indelible
stamp on people’s conduct, distorting behavior patterns even in the private
sphere – in particular among the dissenters and detractors of the system
themselves.

The Duna-gate scandal triggered a broad-based push to unveil the opera-
tions of the III/III Division and to enable surveillance victims to access the
files it had compiled on them. These demands threw into relief the two poles
of classic privacy protection: the omnipotent state and the helpless citizen.
Additionally, the institutionalization of privacy protection became inextricably
intertwined with the codification of another fundamental informational right,
freedom of information – or, as it is often referred to in Hungarian laws,
‘access to data of public interest’.

It also became clear, as soon as the party-state regime was overthrown, that
Hungary’s institutional privacy protection would embrace the European
approach. Particularly influential was the German model, in which the right to
human dignity is one of the most solid cornerstones of constitutional democ-
racy. Another development emerging from the fall of the old systems was the
tendency for individual rights to become not only the subject of political
debate, but also the subject of political negotiation and infighting. This made
the implementation of new rights contingent upon current political realities
and, in so doing, eroded the fundamental value of individual rights, including
the right to privacy.
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New Rights, New Institutions

Hungary’s new Constitution came into force on 23 October 1989. In reality,
however, Hungary did not adopt a new Constitution in 1989 and has not done
so since then. Instead, it has radically reworked and repeatedly amended the
‘communist constitution’, also known as Act XX of 1949. By insisting on
thorough revision as opposed to all-out abolition, Hungary demonstrated its
commitment to legal continuity and the achievements of the ‘constitutional
revolution’, but it also passed up for good the historic chance to enact a brand
new Constitution. Once the elation of transforming the political system had
subsided, professional concerns and party politics made it impossible to
indulge in such a lofty, symbolic gesture.

The new provisions of the Constitution declare that ‘everyone in the
Republic of Hungary has the right to [. . .] the privacy of his home and the
protection of secrecy in private affairs and personal data’ and that ‘everyone in
the Republic of Hungary has the right to [. . .] access and distribute informa-
tion of public interest’. The Constitution also stipulates that the guarantees for
these two rights have to be regulated by an Act of Parliament, passed strictly
by a two-thirds majority vote. As another key measure, the Constitution not
only established the institution of the Commissioner for Civil Rights as a pillar
of constitutional democracy, but also empowered Parliament ‘to elect special
ombudsmen for the protection of individual [meaning specific] constitutional
rights’. It was on the grounds of this provision that a Data Protection and
Freedom of Information (DP&FOI) Commissioner was later elected.

April 1991 proved to be a milestone for privacy protection in Hungary, in
terms of legal foundations and public awareness. This was when the
Constitutional Court passed its Resolution 15/1991 (IV. 13.) AB, ruling uncon-
stitutional the universal and standardized personal identification number
devised for unrestricted use. With ‘the Court banning the ID number’, as the
man on the street put it, Hungary became part of the group of former dictator-
ships that considered all-purpose centralized files on citizens irreconcilable
with the principles of constitutional democracy. This camp includes Portugal,
which enshrined such a ban in its constitution as early as 1976. In Hungary,
the old regime had used a universal code to tag citizens from the 1970s
onwards. During the period of democratic transition, both the personal ID
number and the State Population Registration Office that kept it on file became
emblematic of the single-party state.

Social awareness to the ID code affair, and privacy issues in general, owed
much to this Constitutional Court ruling, which provoked fierce criticism among
the entire government apparatus. Some detractors warned of nothing less than the
end of viable state administration, while others took issue with the unreasonable
costs of switching to a new, decentralized records scheme. These officials gave
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dire warnings of chaos in the offices and impossible budgetary demands. Now it
has become evident that these fears and counter-arguments were unfounded.

However, the abolition of the universal ID code was not the only feature of
this well-known Resolution. In addition, the Resolution threw out the entire
system of population registration, mandated the legislature to enact a law on
the protection of personal data and the disclosure of data of public interest, and
to concretize its general principles in a series of sector-specific acts. Most
influentially of all, the Constitutional Court outlined a thorough theoretical
and technical interpretation of the right to protection of personal data, defin-
ing it as the individual’s right to make active decisions about information that
concerns him or her, rather than merely as the passive right to have such infor-
mation protected, as in the traditional sense. In other words, citizens are no
longer defenseless individuals who, if they behave themselves, deserve the
benevolent protection of a paternalistic state. Instead, they are autonomous
people with free will who are entitled to determine for themselves who can use
information about them – and for what purposes, under what circumstances.

New Laws, New Regulations

The key Hungarian privacy law – an act combining elements of both data
protection and freedom of information (DP&FOIA) – was passed in the fall of
1992, following lengthy debate in professional and political circles. Thanks to
the conscientious groundwork that had preceded it, the Parliament adopted the
DP&FOIA without a single contrary vote. The idea of enacting a single act
providing for both informational rights was inspired partly by the Canadian
model, and partly also by widespread desire to legislate safeguards for both
rights simultaneously.

The joint regulation sought to prevent any easy way of pitting the two rights
against one another in an effort to play privacy off against freedom of infor-
mation, or vice versa. Nevertheless, there have been abuses since the
DP&FOIA entered into force. Some public officials have sought to withhold
documents from applicants on the grounds that these contained their signa-
tures – unquestionably personal data – and as such warranted their own discre-
tion over disclosure. Obviously such twisted arguments run counter to both the
letter and the spirit of the law.

In essence, the DP&FOIA defines personal data and the right to their
protection – the latter now interpreted by the Constitutional Court as informa-
tional self-determination. It then proceeds to define, as a rule of thumb, all
information that is not personal in nature as data of public interest, and there-
fore subject to public access. This simple model sheds clear light on the orig-
inal intention behind the law – namely to use both informational rights as a
means to rein in the excessive informational power of government.
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In the area of privacy, the DP&FOIA explicitly prohibits data processing,
except with the consent of the data subject, or as required by law, understood
narrowly as an Act of Parliament. It spells out the subject’s option of legal
remedy, and classifies the act of ‘unauthorized data processing’ as a violation
punishable under the Penal Code. The law furthermore establishes the office
of the DP&FOI Commissioner, as an independent body in custody of infor-
mational rights. Unfortunately, it took Parliament another three years to elect
the first DP&FOI Commissioner.

By and large, the law adopted in 1992 was a modern piece of legislation. It
inspired a series of legislative efforts in a number of new democracies from the
Baltic countries to the successor states of the former Yugoslavia. It rigorously
incorporated the major tenets and provisions of European privacy norms. Indeed
in some ways it was slightly more stringent than its European counterparts – as
in provisions for data transfers abroad. The advocates of stringent and consistent
regulation argued – and they continue to insist today – that new rights and liber-
ties needed and warranted stricter protection in former dictatorships than in
traditional democracies with true and tried legal and social practice.

The adoption of the DP&FOIA did not mark the end of legislative efforts
pertaining to privacy. Starting in the mid-1990s, a series of sector-specific data
protection laws saw the light. Some of these merely serve to expound upon the
general rules of the DP&FOIA and apply them to specific areas from the
health sector to higher education, while the majority stipulates exceptions. In
1996, Parliament passed the Identification Numbers Act, which complied with
the Constitutional Court’s Resolution discussed above. It abolished the univer-
sal code, replacing it with three specialized numbers: the personal identifica-
tion number (its use far more limited than that of its predecessor), the tax
identification number, and the social security number.

Beyond proper Acts of Parliament with their own independent titles and
numbers, sectoral legislation has prominently included privacy provisions that
have been incorporated as chapters, sections, paragraphs, and appendices in a
number of other laws besides the DP&FOIA. These include, among others, the
Anti-Discrimination Act, the Higher Education Act, and the Electronic
Commerce Act. In addition, privacy provisions are to be found also in several
regulations lower down the hierarchy of statutory instruments, which do not
provide for processing of personal data in and of themselves, but may provide
more detailed interpretations of the details of existing Acts of Parliament. The
number of laws and decrees with implications for data processing continues to
rise. Overall, the constitutional right to the protection of personal data has
been successfully integrated with the system of Hungarian law. Yet in its spirit
and effect it does not follow the traditional branches of legal hierarchy such as
the areas of public and private law, instead it constitutes a new dimension
permeating the entire legal corpus.
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The Parliamentary Commissioner as Independent Supervisor

One could have predicted that there would be strong political and business
interests against guaranteeing information privacy for the citizens of the Third
Republic. Accordingly implementation and enforcement of the new informa-
tional rights would require an independent supervisory agency. But who could
be the most efficient, legitimate and publicly accepted supervisor in the turbu-
lent situation of a new democracy? A civil organization, a popular front
committee, a new government agency, or an honorable individual? In the
DP&FOI Act of 1992, legislators envisioned the latter: a one-person office of
the parliamentary commissioner, an independent institution to monitor infor-
mational rights with a special range of tasks.

In 1993, the Parliament adopted the Act on Parliamentary Commissioners,
which defines the functions and procedures of a parliamentary commissioner
of the ombudsman type; that is, a state official appointed to provide a check
on government activity in the interests of the citizen, and a general deputy,
both vested with general powers. This Act upholds the right of Parliament
subsequently to elect specialized commissioners to safeguard specific consti-
tutional rights. This latter measure was motivated by the aim of ultimately
deploying three commissioners: one with general powers (plus his deputy,
actually the fourth commissioner), one for the protection of national and ethnic
minority rights, and one for the protection of personal data and freedom of
information – whose duties and powers had already been specified by the
DP&FOIA.2

In the summer of 1995, a year and a half behind schedule, the Parliament
finally elected its first commissioners. These included the DP&FOI
Commissioner, László Majtényi, a professor of law. The powers attributed to
the DP&FOI Commissioner are far more extensive in scope than those of his
colleagues – mainly because they had been drawn up separately by the
DP&FOIA in 1992, one year before the Act on Parliamentary Commissioners.

Although the office had been practically unknown in Hungarian law, it
took only a few years to find a proper niche within Hungarian institutions and
public consciousness. Lodging a complaint with the DP&FOI Commissioner
– essentially an alternative to filing a suit in court – has been a popular option
with plaintiffs from the start. It is only rarely that individual data subjects (or
the lobby groups behind them) turn to court, most parties preferring a
submission to the Commissioner. The Commissioner’s case law in Hungarian
data protection has come to cover a wide range, from ovum donation to the
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administration of anonymous HIV tests, and from revelations about citizens’
political pasts to spamming and direct marketing. This body of law has mainly
emerged not from courtrooms but from the evolving practice and recommen-
dations of the Commissioner.

Landmark Cases

Hungary’s first high-profile privacy controversy was the ‘lottery jackpot
affair’. In October 1995, somebody won the biggest prize in the history of the
Hungarian lottery, which had been accumulating for a long time.
Szerencsejáték Rt., the State Gambling Company, had the television crew of a
news program named ‘Objektív’ and photographers from Népszabadság, one
of the largest-circulation dailies, do several ‘takes’ on the ‘discovery’ of the
winning ticket. Using the footage, the TV crew managed to identify the name
and address of the winners from the reverse of the ticket, and called on the
family late at night. Despite the wishes of the winners, who requested
anonymity, the interview with them was aired the following day. The imper-
fect distortion of sound and video, along with the airing of their personal data,
made their identity publicly known.

The DP&FOI Commissioner investigated, and ended by condemning
Szerencsejáték Rt.’s processing of the data and the TV crew’s conduct. True,
the fine print on the back of lottery tickets read, ‘I consent to the use of my
name and address in the news media’. But it was obvious to everyone that the
TV crew had physically infringed upon the privacy of a family and – given the
huge amount of the prize thus disclosed – had even put their lives at risk by
misleading them about the purpose of the interview. Sadly, the TV crew never
really admitted their wrongdoing. The case divided the media industry itself,
with some journalists arguing that alert TV journalists had all the rights in the
world to delve into private events of interest to viewers.

In 1998 a girl of 13 applied for an abortion, with the consent of her mother.
Her case, which came to be known as the ‘Case of the Girl from Dávod’,
received wide exposure due to TV coverage and triggered an investigation
brought by the Commissioner. This case proved even more divisive, as it
forced everyone familiar with it to take a stand on the boundaries of privacy
and, by implication, also on questions of ethics and ideology. Having learned
of the pregnancy, a family rights advocacy group initiated an official process
to stop the abortion, and helped to publicize the case.

The mother lodged a complaint with the Commissioner in order to identify
the person guilty of having abused her daughter’s sensitive data. The ripples
generated by the case reached both the electronic and printed media. A prime-
time report by public television featured the names, address and images of 
the girl and her mother, and even showed footage of their house and living
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environment. The abortion which was performed in the meantime rendered the
debate between pro-choice activists and their detractors pointless, even as the
continued publicity deprived the family of the last vestige of their privacy.
Remarkably, the pro-life commentators never acknowledged the subject’s
right to privacy or the legal provisions governing it as legitimate concerns.

A case known as the ‘VIP list scandal’ triggered social debate over another
area of privacy. It centered on Postabank, one of Hungary’s major commercial
banks. Postabank offered loans and investment opportunities to certain lead-
ing politicians, public officials, and celebrities at much more favorable rates
than the prevailing market terms. Having acquired a list of names of parties
and the benefits they received, the press assumed that improprieties had
occurred. Not only did they hold that the bank had offered preferential treat-
ment in the hope of improving its lobbying positions, they also charged abuse
of office by several of the individuals involved.

The Commissioner answered a journalist’s submission by asserting that the
public release of the personal data in question could not be defended on any
legitimate grounds. Nevertheless, he held, there were indeed strong reasons to
enact new provisions assigning broader limits of exposure for individuals in
public office. In his position statement, the Commissioner cited a number of
Resolutions by the Constitutional Court, which established narrower constitu-
tional protections for the privacy of public officials than for that of the ordi-
nary citizen. Ultimately, the Commissioner was unable to prevent the
publication of the VIP list, which also featured the data of several individuals
without public responsibility, including actors.

After the turn of the millennium, high-profile privacy cases were increas-
ingly filled with political content. In 2001, the so-called ‘National Image
Center’, an agency created during the previous government cycle, illegally
obtained from the Ministry of the Interior’s central records the data of at least
one person in practically every Hungarian household, and proceeded to mail
them issues of the magazine entitled Millenniumi Országjáró [‘Millennium
Country Rambler’]. The aim was to promote the policies of the conservative
government in power.

In response to a barrage of complaints, the Commissioner called on the
cabinet members in charge to stop the unlawful circulation of the magazine,
but to no avail: the government continued to mail the publication to citizens
until it lost the next elections in 2002. Attacks on the government’s abuse of
its citizens’ data in a political direct marketing campaign was high on the
agenda of the political opposition. Ironically, a year later, the socialist party,
which had led the opposition, availed itself of very similar means when it
mailed a campaign letter by its candidate for prime minister to addresses
processed in violation of the law. (Hungarian laws prohibit political parties
from engaging in direct marketing activities. Pursuant to the Election
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Procedure Act, political parties may not legally acquire citizens’ addresses
until 20 days prior to Election Day.) The Commissioner responded by calling
on the party to destroy the list in question. Although the Party Chairman
insisted that the party had acted within the law, he destroyed the databases
publicly, on the record.

Towards the end of his six-year term in office, the Commissioner issued
several recommendations, such as the Millennium Country Rambler case,
directly blocking interests of the prevailing power-holders. In reply, certain
populist political circles went so far as to propose abolishing the office of
DP&FOI Commissioner altogether. Even the more sober voices within
government made it clear they would not support the reelection of the coun-
try’s first Commissioner for another term, despite his uncontested qualities as
an individual and professional.

Though no political formation of any standing had the slightest intention of
getting rid of the institution itself, the election of a new Commissioner turned
out to be far more difficult than anticipated. The few individuals who met
professional eligibility requirements and proved acceptable to both major
political coalitions declined the candidacy, while candidates nominated by one
side were consistently voted down by the other. Finally, after negotiations last-
ing almost six months, the Parliament succeeded in electing the country’s new
DP&FOI Commissioner, Attila Péterfalvi, a lawyer from the first
Commissioner’s office. During the transition, the General Commissioner –
one of the three parliamentary commissioners – filled in for the DP&FOI
Commissioner, running the Office and issuing recommendations and position
statements on his behalf. This solution is obviously subject to all sorts of crit-
icism on both legal and professional grounds.3

The case spurring the greatest debate since the second Commissioner took
office broke out around the website Hálapénz.hu in 2004. (Hálapénz in
Hungarian means an informal payment or gratuity given to doctors and health
care workers.) Operated by private individuals, the site featured ‘a searchable
nationwide database of obstetricians’ from which the user could access patient
evaluations and learn the amount of the informal payment expected by each
physician for care supposedly financed in full by social security – hence theo-
retically free of charge to the patients. Visitors typically accessed the site to
learn how much it would cost them to give birth under the supervision of a
specific obstetrician, and precisely what services they could expect in return.
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It was of course the online posting of this latter information that stirred
heated professional and social debate. Most commentators agreed that gratu-
ities in health care were socially detrimental, but the controversy was about
more than just the legitimacy of this custom. The advocates of disclosure
proposed that the freedom of communication and opinion entitled expectant
mothers and their relatives to share their experiences with obstetricians
online. They argued that, in conducting childbirths financed by social secu-
rity, doctors used public funds and fulfilled a public function – and that
therefore their data relevant to these activities did not merit protection under
privacy regulations. As for patients referred to a ‘private practice’, they typi-
cally received care using institutions and equipment financed by public
funds as well. By contrast, the proponents of privacy stressed their percep-
tion of the doctor-patient relationship as a strictly confidential one, adding
that the physicians involved had never abused their office. According to their
view individuals who did not offer a gratuity received equally conscientious
care, and gratuities were normally expected only for certain extra services,
such as the obstetrician personally attending and conducting the childbirth
even when off duty. The DP&FOI Commissioner came out in support of this
latter opinion. As a result, the operator removed the site from the internet.

Underlying Processes and International Influences

The legal history and the landmark cases do not necessarily reveal those
background forces, both internal and external, which ultimately exert a
fundamental influence on the direction of progress. As to the internal forces,
during the period following the radical transformation of the political system
in Hungary, the three changes with the most notable consequences were: the
reform of the state’s mechanism for handling information, the emergence of
a new data processing monopoly, and the modernization of the relevant tech-
nologies.

The first change came together with the establishing of institutions and
tools for steering, supervising and balancing state administration that char-
acterize modern constitutional democracies; consequently, there have been
changes in the ways these new institutions demanded information and linked
their databases. This is not to say that the thirst of government for ever larger
doses of information has been quenched. On the contrary: renewed efforts at
centralization have signaled a call to link databases more intimately than
ever before, and resulted in the elaboration and promotion of a new system
of efficiency-based arguments such as the necessity of avoiding parallel data
registration.

The second is the emergence of large data processing organizations in the
private sector, such as commercial banks, insurance companies, private
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pension funds and direct marketing firms, mostly subsidiaries of multina-
tional companies – some of them handling personal data of almost one third
of the population of the country – supplanting the government’s former
monopoly on information. Growing up around the Big Brother, these ‘Little
Brothers’ claimed their share of informational power, and have continued to
exercise that power over large masses of data subjects. These organizations,
for example – borrowing the techniques from their western parent compa-
nies – are secretly monitoring people’s buying and surfing habits on the
internet and use this information for offering products and services with
unfair ‘dynamic pricing’, in other words, showing a higher price than adver-
tised, to those supposed to accept it.

The third major change involves more than just replacing computers, in
both the public and the newly reborn private sector. It also meant introduc-
ing qualitatively new methods of keeping and analyzing records, such as the
building of ‘data warehouses’ and performing ‘data mining’ analyses, as well
as the linking of personal data systems that had so far been handled sepa-
rately. As a result, banks can share with each other data relating to bad
debtors, or advertising companies can flood potential customers with
unwanted emails based on their consumer profiles.

In this way, the power to collect and analyze information that so deeply
influences the life of the individual was not really reduced in the newly
democratic Hungary, so much as restructured and rendered more transparent,
as well as being made subject to more extensive safeguards designed to
protect the individuals.

The OECD Data Protection Guidelines, the Council of Europe Data
Protection Convention, and the EU Data Protection Directive had a consider-
able effect on the development of privacy protection in Hungary. Hungary
became a member of the OECD in 1996. Compliance with the Guidelines
has not posed any difficulties since the adoption of the DP&FOIA, consid-
ering that the concept for the Hungarian legislation had been well harmo-
nized with the Data Protection Principles since the days before the
democratic turn.

The Council of Europe granted membership to Hungary in 1990. Although
the country had signed the Convention in 1993, somewhat surprisingly it did
not ratify or promulgate it until 1997 and 1998, respectively. The Ministry of
Justice explained the delay by saying that they did not want to ratify the
Convention until the appropriate regulations for the data processing sectors
identified by the Council of Europe Recommendation had been implemented.
In this way, the Council of Europe norms left an indelible stamp on the devel-
opment of Hungarian data protection laws. At the same time, forces intent on
limiting data protection, such as the police and other law enforcement agen-
cies have also been very active in exploiting international relations. A case in
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point was the 2001 Convention on Cybercrime, a legal document containing
several provisions overriding national data protection laws, which happened
to be opened for signatures in Budapest.

Hungary joined the European Union in May 2004, during the latest wave
of EU expansion,4 when the number of members grew from 15 to 25.
Concurrently, of course, Hungary had to fall into line with the direct and
indirect regulatory institutions of the EU, including its Directives. This is
why the accession had been preceded by a lengthy process of legal harmo-
nization. Meeting the requisites of the Data Protection Directive did not
demand any major amendments in Hungarian law, because the competent
EU body had already recognized Hungary – at her own request – as a coun-
try offering an adequate level of data protection. Hungary had in 2000
become the second non-EU country after Switzerland to secure this recogni-
tion. The result was to ensure that it would receive essentially the same treat-
ment as any EU member state regarding the cross-border transfer of personal
data, and that Hungarian citizens would be entitled to the same degree of
protection of their personal data as any EU citizen. To bring about full legal
harmony it was still necessary to broaden the powers of the DP&FOI
Commissioner, which the Parliament duly accomplished by amending the
DP&FOIA in 2004.

Despite harmonization efforts, the new international relations and commit-
ments have had a rather contradictory impact on the fate of informational
rights, not only in Hungary but in other countries of the region as well. On the
one hand, the international community expects the new democracies to enact
laws guaranteeing individual rights and liberties. On the other hand, various
other factors have put pressure on these countries’ privacy guarantees. These
include their fresh membership in NATO; the demand to join the common
European policy on external border controls and sharing of travelers’ data, the
so-called Schengen Region, and the consequent broadening of their responsi-
bilities in guarding borders and cooperating with Europol and other interna-
tional investigative agencies; and even their informational dependence on US
support in areas of trade, investments, technology transfer, or immigration.
External demands for excessive processing personal data, such as the retention
of data of mobile telephone calls, for giving freer rein to secrecy legislation –
for example, introducing the four-level classification of ‘cosmic top secret’,
‘top secret’, ‘secret’ and ‘confidential’ types of documents restricted from
public access – and collaborating on anti-terrorism measures have had adverse
effects and led inevitably to restrictions on informational rights, no matter how
recently the latter may have been enacted.
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PUBLIC OPINION

The first comprehensive public opinion survey on privacy issues in Hungary
was conducted in1989–90 by the Hungarian Institute of Public Opinion
Research (MKI). Conducted in the midst of the political transformation, it
served to provide a snapshot of views and attitudes in flux. But the results also
pointed to several themes in public opinion that are presumably less prone to
fluctuation or change (Székely 1991).

Using a representative sample of 1000 individuals, respondents were asked:
‘Would you personally object or not object if the following data about you
were made publicly available?’ The survey concluded that the most sensitive
personal data in Hungarian population were those pertaining to family, finan-
cial status, and health, with every other respondent objecting to the disclosure
of such information (Figure 6.3, dark columns). The least sensitive category
comprised information related to ethnic background, level of education, and
occupation. The universal personal ID code, still in use in those days, ended
up in mid-field.

The survey also included questions about examples of invasion of privacy:
‘Is your private life invaded or not invaded if someone taps your phone?’, etc.
According to the responses, the most sensitive examples were: letters received
open (over 90 per cent of the respondents objected), conversations and tele-
phone calls monitored (Figure 6.4, dark columns).

The survey also showed that although Hungarians had a moderate aware-
ness of the potential uses and abuses of their data, nearly all reported them-
selves to be obedient suppliers of their own personal information, whether it
was sought on a mandatory or voluntary basis. Responding to the question:
‘Does it happen or not happen that at official places you refuse to give certain

Hungary 191

Figure 6.3 Data sensitivity

 



data about yourself?’, only a very few cases of refusal to disclose personal data
were reported. However, the respondents’ answers revealed a considerable
degree of distrust toward power and control over information, along with its
beneficiaries and practitioners.5 Given that informational privileges in
Hungary at the time of the survey were predominantly held by institutions of
the single-party state, state-owned corporations, and personnel departments,
the most obvious targets of distrust were government agencies in general, and
also computerized records as such.

Respondents took the most positive view of data practices at the workplace
and those of OTP, the National Savings Bank that was still a monopoly in
those days. By contrast, personal data use by the tax authorities and utility bill
collectors elicited the strongest dislike among citizens.

Perhaps the most remarkable result of the survey was the discovery of a
‘mysterious’, privacy-conscious social stratum. Sixteen per cent of the
respondents were significantly more sensitive to transgressions of their infor-
mation-related privacy, in all aspects touched upon by the survey, than the rest
of the population (Figures 6.3 and 6.4, light columns). Interestingly, however,
no difference could be detected between this subset and the entire sample at
all in terms of social status – such as age, sex, level of formal education, or
place of residence – or political affiliation that could have correlated with the
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discrepancy. This suggests that the demand for informational self-determina-
tion does not follow precisely understood social roles but represents a rather
special dimension.

Quite noticeably, even without a poll, awareness of the DP&FOI
Commissioner’s role has been a major factor behind the currency of privacy
as a topic in public discourse. In order to ascertain political and public accep-
tance, in 1998 the three parliamentary commissioners ordered a poll. That
survey found the three commissions together to be one of the most popular
public institutions, preceded only by the President of the Republic, the
Constitutional Court, and the political party preferred by the respondent.
According to the representative survey, 43 per cent of Hungarians claimed to
have heard about the DP&FOI Commissioner three years after the institution
was created.

Public Opinion and the Media

In 1991, MKI conducted another comprehensive survey, entitled ‘Aspects of
Privacy and Informational Autonomy in the Press’, a review of articles from
four national dailies from 1987 to 1990. The researchers collected what they
hoped was an exhaustive list of publications and analyzed their content, in
particular the ways in which they construed privacy-related. The aim was to
examine the representation of informational privacy in the leading press
organs during the period of democratic transition.

Despite the relatively large number of articles devoted to privacy-related
issues, the quantitative and qualitative analyses revealed that the topic itself
did not get the attention of the press that it deserved. Even though the politi-
cization of informational rights pushed these news and stories briefly into the
limelight, later it was the same process of excessive politicization that led both
the media and the public to concentrate too much on one, relatively minor,
aspect of the problem. The case that provoked the most vocal response in the
press of the day was Duna-gate and the associated surveillance scandals that
we have already discussed. However, even these articles failed to address the
essential fact that the victims were subjected to illegitimate surveillance of
their lives, professional and personal relationships, and even their bedroom
secrets, as private individuals. Instead, the focus was always on their status as
politicians in opposition.

Since those days, and particularly since the election of the DP&FOI
Commissioner, the media has shown much more interest in the topic. And yet,
the over-politicized nature of the issue – that is, everything must be evaluated
in the light of party politics – has remained with us as one of the most stub-
born evils, a sort of morbus hungaricus, or Hungarian disease, that keeps
haunting not only the media but public affairs in general as well.
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Professional Reception

There are several professional groups with vested interests in the broadest
possible access to the data of clients, existing or targeted. The representatives
of government offices and business ventures are obviously biased in their
assessment of privacy concerns by their professional and business interests,
for example in selling and buying marketing lists from the central population
registry. Ironically, senior public officials and entrepreneurs with a tendency
to scorn advocates of privacy often take the opposite view as private individ-
uals. They object to being subjected to the very same methods and techniques
by which they themselves seek to encroach on the privacy of others, and for
the use of which they seek to win legitimacy by public consensus. An execu-
tive director who aggressively propagates the use of consumer profiles, would
not be happy if someone built and used his or her own profile. We find,
however, two disciplines where any business interest is certainly out of the
question: those of law, and of information science. Both of these have a deci-
sive say in assigning limits to the precedence of informational privacy.

In Hungary, civil lawyers, those most engaged in data protection issues,
consider the Civil Code as their fundamental source of law, a veritable Bible
that guides their views of data protection. Yet Hungarian data protection law
derives from a constitutional right, and as such stretches across all the tradi-
tional elements of the legal corpus. Many Hungarian lawyers still find it diffi-
cult to reconcile the two approaches and the practical consequences they
entail. Those lawyers who work in a sector with vested interests in evading
privacy typically identify with the standpoint of the company or industry in
which they make their living. As a result, the promotion of data protection and
informational privacy in professional and public circles has become the privi-
lege of constitutional lawyers, a peculiar elite in the legal sector; indeed data
protection itself has become something of an elitist subject as a result.

As for those who work in the IT sector as system designers, programmers
or operators, the hostility and lack of comprehension that often manifests itself
on the surface is usually underlain by a tendency that is not unique to Hungary
but can be found in many countries boasting a highly advanced ICT. This is
because, as a rule of thumb, the IT professional is always a natural ally of the
more powerful party in the equation (that is, the government agency or the
business company rather than the citizen or the customer), which commissions
his services, pays him, and presents itself as the underwriter of his professional
career. In terms of informational privacy, this stronger party is invariably the
data controller, understood as a public or private-sector organization responsi-
ble for and interested in processing the data of clients, prospective or existing,
as well as of ordinary citizens and those registered to vote. To become a chief
information officer of a data handling monopoly such as a big insurance
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company is always more appealing for these professionals than working for a
grass-root civil organization.

The author’s experience, both as a consultant and as a professor teaching
future IT professionals, suggests that an average system developed by IT
personnel is bound to reflect the perspective of the data controller, with little
if any regard for the interests and rights of data subjects. The information tech-
nology specialists take ‘Big is Beautiful’ as their motto. They think in terms of
designing, implementing, operating and linking large systems in which
personal data are collected, processed and analyzed in ways beyond the
control of data subjects and supervising authorities. To be sure, there are also
IT professionals in Hungary who dedicate at least part of their talent and
efforts to the benefit of the weaker side. This small non-conformist minority,
is often ostracized as ‘a bunch of hackers’.

Let me mention one last trait that characterizes the IT attitude: many
computer professionals are steadfast in equating data protection with data
security. This globally familiar misconception no doubt has more widespread
and deeper roots in Hungary and other post-communist countries with a
history of authoritarian rule. For here, no other interpretation was possible
before the democratic transformation: since data protection serves the interests
of the individual, while data security mostly serves the interests of the data
controller or the informational power, data security proved to be a perfect fit
for the ideology of the totalitarian state and its organs.

Attitudes of Civic Associations

NGOs represent special voices on privacy in the public forum – voices that are
frail in absolute force but quite radical in their claims. The small number and
belated formation of civilian organizations concerned with informational
rights seem to reflect an empirical correlation noted in a number of new
European democracies: where there is an official custodian in place, the civil-
ian push for informational rights will be weak; conversely, where official
supervision is inefficient or nonexistent, NGOs will undertake the missing
function of enforcement on their own.

In Hungary, the wide recognition of the DP&FOI Commissioner as the
custodian of information privacy and access to public information, along with
reforms trickling down from above, has helped to shift the focus of civilian
activism to other areas. These include environmental protection, help for the
homeless, and the fight against gender discrimination. In other countries of the
region, such as Bulgaria, the missing institutional protection of informational
rights has triggered grass-roots privacy activism.

Most of the few Hungarian civic organizations focusing on informational
rights have emerged since the turn of the millennium. One that had existed
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before the foundation of the DP&FOI Commission (and which still exists) is
the Hungarian Civil Liberties Union, whose core activity is providing public
advocacy and free legal aid in connection with personal data protection. More
recently, a new wave of concern has brought us Technology for the People
(TEA), and the No Camera Group. All of them are composed of a handful of
dedicated professionals and activists who are able to organize public events
and attract the attention of the media.

A case in point was a flurry of NGO activity against video surveillance of
public areas. This was provoked in no small part by the Commissioner’s
ambivalent position on the issue, which led him so far as to install CCTV
cameras in his own office building. The No Camera Group organized street
performances, set up symbolic changing booths in front of public surveillance
cameras, and performed strip-teases and changes of clothes amidst the crowds
of downtown Budapest. Their formation signals a measure of civil disobedi-
ence over the degree to which informational privacy principles are enforced
and over the operation of the institution appointed to their protection.

Since 2001, the annual presentation of the Hungarian Big Brother Awards
– the local version of the negative prize invented by Privacy International that
has been adopted in several countries – has been a popular manifestation of
radical civilian censure. TEA organizes this event, and a panel of respected
personalities assigns the awards, which are handed out before a small audience
– but always with the media in attendance. Ironically, the most intense contro-
versy has surrounded the person of the Commissioner himself. In 2002, he was
among those nominated for the Big Brother Award, on account of the cameras
installed on his official premises. In 2004, he received another nomination –
anyone may anonymously nominate individuals through the internet for the
first round – this time for his lenient position on cameras installed in depart-
ment store fitting rooms. In this case, the Commissioner found himself among
the finalists and, after the online votes given to the finalists had been counted,
actually ended up receiving the Audience Award. Attila Péterfalvi, the second
DP&FOI Commissioner in office, not only appeared at the awards ceremony,
but – unlike other recipients to date – accepted the award, although he made a
point of voicing his disagreement with the rationale for his own selection.

NATIONAL CULTURE AND TRADITIONS

Before the fall of the one-party system and the political transformation, there
was obviously no real possibility for public debate about privacy and the right
to a private life. In other words, these issues had not been properly thematized
or made available for systematic study and research. Under the circumstances,
one might perceive an element of surprise in the way – always committed and
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optimistic but never unrealistic – in which the first DP&FOI Commissioner
assessed the situation in his first Report to Parliament, on the years 1995–96,
as follows:

The sensitivity of Hungarian society to data protection, and the right to informa-
tional self-determination is more advanced than was previously anticipated. Data
protection does not represent a luxury demand of people of higher social standing
or educational level, and the sensitivity to data protection cannot be closely attrib-
uted to social standing: It spreads across Hungarian society from the unemployed
homeless to the highest ranking citizens. [. . .]

The personal identification number and the problems of shared registrations
demanded considerable efforts from the office. Apart from the ‘data protection
related to the change of the system’ [. . .] the other classical fields of data protection
are equally apparent in the Office’s caseload.

At the same time, the Commissioner found that ‘Society’s general antipathy
towards and distrust of the State is also remarkably strong’ and that ‘The
process of change within the political system does not seem to have come to
an end in respect of social or legal values.’ (Majtényi 1998, pp. 11–12) These
words were formulated a few years after the ‘constitutional revolution’, the
peaceful handover of power to the new democratic forces.

While there was no disputing the benefits of the bloodless collapse of the
past political regime and the measured pace of legal and institutional reform,
they clearly amounted to passing up more than one cathartic and symbolic
moment of opportunity to close the afterlife of communism and to open up the
files of the past regime. In vain had the Duna-gate scandal broken out, the
perpetuated ban on accessing secret service files left the government vulnera-
ble to blackmail, accusing high ranking officials of being a former agent. On
the part of the surveillance victims, the archives became targets of endemic
distrust and discontent, being accused of hiding compromising documents in
order to protect former agents.

But not all of the political forces active under the new democratic rules
embraced informational rights whole-heartedly. The initiative mentioned
above, aiming at nothing less than the abolition of the entire data protection
apparatus, won influential supporters. One of these figures declared that ‘data
protection is alien to the Hungarian popular spirit’. (István Csurka, leader of
the far-right Hungarian Justice and Life Party, around the turn of the millen-
nium.)

Among the symptoms of a new capitalism springing up without appropri-
ate checks and balances we find notoriously dismal standards of business
ethics. These have allowed large multinational companies in Hungary, as in
other recent democracies, to subject their clients and employees to treatment,
including the use of their personal data, that they would never get away with
in their own countries. In a big shopping mall in the neighboring Czech
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Republic, for example, the female cashiers were allowed to spend only a
limited amount of time in the restroom, just a few minutes each workday.
Cashiers who were menstruating were marked with a red ribbon and allowed
to spend a few more minutes daily in the restroom. As a result, everybody in
the shopping mall, including supervisors, male and female employees and
shoppers were visually informed about this sensitive personal data of the
cashiers. This practice, which had not been introduced in the company’s
Hungarian shopping malls, due to adverse publicity, was not only unlawful but
humiliating.

The general public concerning privacy matters has been evident not only
toward government but also toward the business. There is a widespread and
stereotypical belief along the lines of ‘You can only get rich if you break the
law’ or ‘The wealthy always have something to hide.’ All this goes hand in
hand with a hyped-up consumerism relying on a customer base too gullible
and inexperienced to see a commercial offer for what it is. This is why the
majority of marketing techniques continue to work in Hungary. The average
consumer seems willing to go along with any scheme, including requests for
his personal data – even while he or she remains skeptical of the honesty of
business intentions by and large.

WINNERS AND LOSERS

The institutionalization of the right to privacy, along with other far-reaching
changes restructured informational power relations in Hungary.

During the period characterized by the establishment and consolidation of
fundamental rights and their institutions, it was relatively easy to set up typi-
cal alliances that exist in other developed countries, with governmental and
newly emerged private-sector holders of data on the one side and committed
experts and scholars, the media, and the DP&FOI Commissioner himself on
the other side. It was the latter coalition that proved victorious in the institu-
tionalization of these rights.

Large private-sector users of personal data, including banks and insurance
companies, saw their informational power restricted in the 1990s. But they
soon found ways to get round the restrictions by introducing sophisticated data
processing technologies such as data warehouses jointly operated by a group
of companies – typically financial holdings – and by concealing the true extent
and underlying purposes of the processing from both data subjects and audi-
tors. When faced with criticism, these organizations are quick to deploy token
solutions and empty rhetoric. As for government organizations, they initially
seemed to yield to constitutional demands and partially decentralized their
records for a few years directly following the democratic turn, for example,
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established independent tax and social security registration systems. But later
they improved their lobbying positions in the legislation and redoubled their
efforts at re-centralizing information.

Contradictions abound in the situation of employees. On the one hand, they
belong to the camp of the winners in a general sense, given that data protec-
tion law vests them with a variety of means to exercise control over the fate of
their personal information. In theory, for example, they can refuse consent to
the introduction of new fraud detection systems based on the analysis of their
personal transactions, and they have a right to inspect video recordings made
of them. In addition, restrictions have been placed on the scope of data
processing operations available for the employer (for example, secret work-
place surveillance is forbidden, data processing must be based either on law or
the informed consent of the employee).

In practice, however, employees must be regarded as losers in the transfor-
mation, particularly in the private sector. There employers have brought about
a situation in which workers fear exercising their rights for fear of losing their
jobs or benefits. Moreover, they often do not learn about the violations of
those rights until long after the event. Instrumental in perpetuating this sorry
state of affairs has been the decline of an already discredited trade union
movement and its effective banishment from certain new business sectors.
Employees in hypermarkets or department stores owned by multinational
companies sometimes have no choice but to deny their trade union member-
ship.

In any event, the workplace has become a prolific source of privacy-related
problems, from the monitoring of email correspondence and web surfing
habits to tapping phone lines and even resorting to lie detectors purportedly
‘based on voluntary consent’. (A comprehensive catalogue of real-world
examples can be found in Szabó and Székely 2005.) In a case taken up by the
Commissioner’s office, a Hungarian company unintentionally replayed in real
life an ironic scene from a film, Egészséges erotika (Healthy Eroticism), paro-
dying the Communist Little Brothers who were watching the female employ-
ees’ changing-room through secret video cameras – the real-world company
had installed similar cameras in these changing-rooms ‘for security reasons’.

There is one group that always sides with the winners: those who design
and operate systems for the filing and handling of personal data. They are the
natural allies of data controllers. Even an information technologist working in
the Commissioner’s office said recently during a professional meeting:
‘Climbing Rose Hill in Budapest ten times cannot compare with the glory of
climbing Mount Everest once’ – meaning that creating big data systems is
always more attractive for the IT professional than playing with small, inter-
operable, although more privacy-friendly systems.

On the whole, the media are clearly to be grouped with the winners of the
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transformation. But they have had to learn not just how far they may, and
indeed must, go in uncovering the secrets of the state, but also where the limits
lie to their passion for divulging the private secrets of citizens.

The institution of the DP&FOI Commission in Hungary has been an
undoubted success. Indeed, it has proved to be the single most effective tool
for protecting constitutional rights. Recently it has received administrative-
type powers in compliance with EU norms. But the air of social consensus that
surrounded the Commissioner’s operations at the outset when almost none of
his recommendations had been questioned, now seems to be eroding, as criti-
cal remarks are increasingly articulated by the civil sector, the institution’s
most powerful former ally.

Historians, particularly those who specialize in recent history, believe they
have been disadvantaged by the enshrinement of privacy. Many of them regard
the subjects of personal data found in various files and documents as some sort
of raw material that is free for the taking, arguing that the individual rights of
these subjects should be sacrificed on the altar of research and knowledge of
the past. By placing restrictions on the availability of such personal data for
research and especially publication, privacy laws indeed limit the access of
scholars to documents containing them.

A case in point was the Commissioner’s widely known investigation and
‘Recommendation on the microfilm recording of documents containing
personal data relating to the persecution of Jews during the Nazi period, and
on their transfer to the Yad Vashem Archives in Jerusalem’. The Commissioner
stated that it was both unlawful and unethical to transfer such documents in the
absence of bilateral agreements between the parties. The right to protest
against the publicity of their data should also be granted to survivors and their
family members, the Commissioner held, with respect to documents already
transferred. Following this recommendation, bilateral agreements were signed
by the respective governments regulating the relations between Holocaust
centers in New York and Jerusalem and archives in Hungary, specifying the
terms under which copies of documents were to be transferred, as well as
detailing the rights and legal remedies available for the data subjects involved
and their relatives.

Among the losers of the changes in recent years we find Hungarian travel-
ers, particularly those traveling to the US, who must face data processing prac-
tices and treatment often antithetical to European norms. The official
Hungarian reactions to the restrictive countermeasures introduced in the US
have been a mixed bag. Investigative agencies, the increasingly profitable
security companies, and the political forces that have always frowned on
privacy and other informational civil rights, have been only too eager to satisfy
American demands, indeed actively seeking ways to collaborate with a great
new friend they hope will take the place of a lost powerful ally. All the while,
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the various institutions safeguarding constitutional values, the DP&FOI
Commissioner prominent among them, are defending disclosure of personal
data by Hungarian agencies. In their view, such disclosure is based on the
‘voluntary, unambiguous and well-informed consent’ of the data subject
concerned.

The broader social reception of these countermeasures is even more
ambivalent. Even though the issue has not generated wide public debate, and
Hungarian travelers continue to fill out the forms and submit to fingerprinting,
they privately voice their suspicion and discontent at such treatment. On the
one hand, this phenomenon seems to corroborate the findings of the detailed
survey I mentioned earlier, namely that although people distrust power and
control over information, they are obedient suppliers of their personal data. On
the other hand, it may well be seen as the protracted survival of reflexes of a
‘secondary public sphere’ (the underground or informal public sphere under
communist regimes in which developments could be sincerely criticized even
if in the official public sphere one had to be a loyal follower of the actual
system), triggered perhaps by recollections of life under the totalitarian single-
party state.

The ranks of losers also include people targeted by advertising and market-
ing gimmicks, who realize only too late that by volunteering their data they
have unwittingly consented to the unlawful and unethical use of their personal
information. Those new (and older) internet surfers, for example, who naively
supply their personal details for the sake of participating in an online game,
often receive nothing but an unstoppable flood of spams. Paradoxically, the
conventional direct marketing industry is one of the winners of a process that
has created guarantees for the legitimate pursuit of such business, actually in
response to the lobbying efforts of leading DM companies in the mid-1990s.
True, privacy guarantees assign limits to the options available for direct
marketers – mailing lists can be obtained only from legal sources, the source
has to be indicated on every direct mail, ‘Robinson lists’ of individuals who
have decided not to receive any direct marketing messages are to be kept etc.
But these provisions are lenient enough to allow for profitable operation.
Compared to the formerly unregulated situation, the winners include
consumers who seek to maintain control of their data and who enforce their
right to opt out, guaranteed both by the law and the DP&FOI Commissioner.

INFORMATION FLOWS AND CONSTRAINTS: SUCCESS
AND FAILURE

The single greatest achievement in the struggle for privacy rights was
undoubtedly the court decision in the early 1990s ruling the standardized and
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universal personal ID code unconstitutional. Following this around the middle
of the decade was adoption of sectoral identification numbers instead, entail-
ing the decentralization of government records and databases.

The critical task for the future is not simply to assign limits to the flow of
personal information, but also to give data subjects greater control over their
own data. The subject should be free to share or withhold personal data at his
or her own discretion.

The Commissioner’s recommendation and positions provide one index of
success and failure. The case of the Holocaust documents, for instance, must
be regarded as a success: although the Commissioner ultimately refrained
from checking the flow of information, he did uphold the right of victims and
their relatives to informational self-determination. By contrast, even the
Commissioner himself admitted that his intervention against the drive to
centralize and re-centralize data had been much less successful. He quoted a
number of negative developments such as the centralizing of large personal
data processing systems within the Interior Ministry, the broadening of the
rights of investigative authorities to access databases, the establishing of the
central debtors’ register or the central employment register. All of these devel-
opments had legitimate purposes, but all of them significantly exceeded the
necessary limitations of people’s informational privacy.

By and large, the Commissioner has been rather successful in investigating
egregious violations in individual cases, issuing recommendations and posi-
tions of general scope, and promoting the newly acquired informational rights.
The overwhelming majority of his recommendations have been followed by
the organizations at which they are aimed. On the down side, his activities and
the way in which he construed his own role as a specialized ombudsperson
with ‘soft’ power have done little to influence the main processes of the demo-
cratic transformation in Hungary such as the forming of new systems handling
personal information. The Commissioner has often met with frustration in his
attempts to deal with violations leading to class-actions violations, the prob-
lems of computerized data processing, and the practical implementation of his
own registrar functions, that is, keeping record of data processing operations
and data processors.

In addition, the Commissioner’s attempts to tackle the flow of information
concerning the operations of agencies that kept the ‘internal enemies’ of the
regime under surveillance can ultimately be regarded as a failure. True, he was
in an almost impossible situation, struggling to satisfy mutually contradictory
calls for historic justice, for the respect of the privacy of victims and third-
party individuals, for the vetting and removal of former agents from public
office, for the retroactive vindication of the right to informational self-deter-
mination of everyone involved, and for what has been called the informational
compensation of society as a whole. It is hardly surprising that the severally
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amended provisions of applicable law and their implementation have failed to
unravel the tangle.

To use a metaphor created by the Constitutional Court, the implementation
of human rights is a one-way street where you cannot turn back. And yet the
space to enforce certain informational rights was narrowed during the period
of consolidation that followed the great democratic transformation: the effi-
ciency-minded public administration has increasingly found itself in conflict
with demands for privacy protection. Nevertheless, the growth of information
processing, as in data mining technologies, should not automatically be inter-
preted as the failure of the cause of data protection, if the developers, opera-
tors and executives of these systems understand that the virtual sum of privacy
protection and business targets is not a constant quantity, one of whose
constituents will necessarily grow by the same amount if the other one is
reduced. In other words, personal data protection is not necessarily an enemy
of business or administrative efficiency.

Fighting for its informational rights and liberties, the civic sector has shown
progress in recent years, although it is still quite weak. By and large, civic
organizations seldom play a decisive role in questions concerning the flow of
personal data, but their influence has been commendable for all its indirect-
ness. Through the Big Brother Awards and other highly visible actions, they
can be very successful – if only on a provisional basis – in focusing public
attention on privacy values.

PROSPECTS FOR THE FUTURE

Hungary, one of the new democracies of Central and Eastern Europe and a
new member of the European Union, has now put the shock of collapse of the
Soviet bloc behind it. During the initial phase of the new order, the country led
the way in instating and enshrining the new rights and liberties. This is a
process rife with blind alleys and labyrinths that we cannot fully discern from
our vantage today.

It seems that the harmful and excessive politicization of informational
rights, and of public affairs in general – as reflected in a wide range of
phenomena from the Duna-gate case through extremist anti-privacy political
statements quoted earlier to present-day dominance of party politics in the
media – is here to stay. None of the successive, democratically elected parlia-
ments and governments of Hungary have managed to change this so far.
Therefore, we must look primarily to the political opposition for a stress on the
values of informational privacy.

Dispersion of data protection know-how is now under way, with no sign of
stopping. This is a welcome process indeed; a single, central organization of
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expertise and advocacy hardly suffices to bring about the awareness of and
concern for these rights among the general public. The current level of civic
activism will probably be maintained, as will the dissatisfaction of the sector
with the performance of the DP&FOI Commissioner as the chief official
proponent of privacy. However, in view of the moderate dynamism of civic
movements in general, we should not expect to see a significant growth in the
number of these organizations or the actions they undertake.

Hungary is still a far cry from boasting a mature, socially responsible busi-
ness sector. Most companies and entrepreneurs still regard increased market
shares and profits as representing the only valid criteria for business decisions;
few executives fully embrace fair treatment of customers as legitimate busi-
ness concerns in their own right. It seems that entrepreneurs still need to expe-
rience spectacular breakthroughs and spectacular defeats before they can make
room in their value systems for the service of public good and the respect for
the rights of customers as individuals and data subjects. (This is what
happened for example in the high-tech sector in the US, when, after the 2001
collapse of the market, some of the firms redefined themselves as socially
responsible for-profit companies or social enterprises.) Concurrently, we can
discern the outlines of another, unfavorable tendency as we witness the
controllers of information in the public sector join efforts with their private-
sector counterparts vis-à-vis the citizen, whose position in its citizen-type
transactions begins to look increasingly like that of the customer as a result.
Examples of this tendency can be found in the outsourcing of public functions,
including the processing of personal data concerned, or in the cooperation of
state registration systems and private insurance companies.

In 2004, Hungary’s data protection law made it mandatory for a variety of
organizations processing personal data to appoint their own internal privacy
officers. Courses have been held to prepare them for this task. Some of these
officers continue to fulfill a largely symbolic function, but the strongest among
them are successful in raising the level of privacy awareness and know-how in
their organizations. This trend is expected to pick up speed in the near future,
aided in part by the limited but highly professional practice of voluntary data
protection audits. These audits are conducted by specialists at the request of
large banks, insurance companies, direct marketing firms and other data
controllers in the public and private sector, including the Government’s Portal.

In the business sector, privacy performance is strongest among companies
with a mother company headquartered in a foreign country with strong privacy
laws. For example, German-based businesses tend to improve the corporate
culture of privacy within their Hungarian subsidiaries. German ownership in
big telecommunication companies like Magyar Telecom has a similar effect.
Specialized training also makes an important contribution. Although informa-
tion technologists usually side with the data processors, they can be quite
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privacy conscious if exposed to the values of privacy in the course of their
studies. Any curricular item they have to master in this field, including Privacy
Enhancing Technologies (such as anonymous browsers to be used by internet
users) and IT solutions to be adopted by data controllers (such as segmented
access control to customers’ personal data), will indirectly shape their mental-
ity, conceptual framework, and work as developers.

The ways in which personal data are handled in the public sector will
undergo significant changes with the realization of the visions of e-govern-
ment, the rising number of public services available through the internet, and
the increasing use of the universal client gate. Such a virtual gate where the
citizen enters the sphere of electronic governmental services, without proper
rules of handling personal data, can lead to a situation in which government
offices interchange and use citizens’ data without citizens’ awareness and
control over the fate of their data. Happily, the agencies currently in charge of
developing e-government services have displayed a healthy attitude to privacy
concerns. Admittedly, though, the right attitude in itself will not guarantee the
acceptable implementation of these systems.

In the international arena, we can expect the US, NATO, Europol and other
intergovernmental organizations to step up pressure on Hungary and other new
European democracies to appropriate their citizens’ data and to place restric-
tions on their citizens’ informational rights. The main areas are mandatory data
sharing with foreign law enforcement agencies, data retention as well as moni-
toring of private communications such as mobile calls or emails, and broad-
ening of the sphere of classified information. We have already seen the signs
of policy laundering. This is the process in which measures that would be
disqualified by the constitution and legal system of a democracy are first
exported to an international organization, then subsequently re-introduced for
domestic use. Such an attempt could be experienced in early 2005 at the so-
called Salzburg Forum, the gathering for the cooperation of six Central
European countries in the area of home affairs. At a Forum session Hungary
submitted a proposal in order to remove obstacles to the use by the police of
the EURODAC database, which contains the personal data and fingerprints of
refugees and illegal migrants. Such a proposal would be surely disqualified
under Hungarian law but there is much more chance to introduce it through the
EU. This tendency is going to continue in the future.

There are also home-brewed attempts in Hungary at restoring the old,
centralized personal information regime. To give one notable example, the
Hungarian Academy of Science has set up an ad hoc committee which actively
promotes such a restoration. Its members include representatives of govern-
ment bodies with vested interests in concentrating data processing capabilities
(among others, to stimulate more extensive use of their e-government
services), as well as private companies steered by information technologists
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who used to work for the Ministry of Interior and continue to accept contracts
from the government, and finally a few scientists whose field of specialization
and ideology have to do with the ‘wiring’ of the planet. The barely disguised
ambition of this committee is to bring back the old universal personal ID code,
and ultimately to render the data of every citizen free prey to all organizations,
public or private. It seems unlikely that these efforts will succeed. But it would
be foolish to underestimate the forces the committee has managed to mobilize,
or the powerful political and business interests behind them.

In Hungary – as in other countries that overhauled their political systems in
the first wave of democratization in the region – the euphoric elation and
momentum of metamorphosis is now spent. This marks the end of boom in the
respect for individual rights, including informational ones. László Majtényi,
the country’s first DP&FOI Commissioner, once bitterly observed that ‘The
constitutional revolution in Hungary has failed.’ While I would hesitate to go
this far myself, I concede that a new, much more technocratic generation has
grown up for whom career, profit, business, and political power all take prece-
dence over respect for individual rights, most notably those concerning the
uses of information.

For the years ahead, I predict that new business solutions and e-government
strategies based on the latest information and communication technologies
will continue to redefine the nature and the scope of the ongoing debate – or
should I call it struggle – over the handling of personal data. This is precisely
why it would be vital for this new generation to permanently embrace the
values of privacy. Only then can we ensure that these values will be reflected
back upon us by the data processing systems of the future and the ways in
which we will elect to use them.
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7. Republic of Korea

Whon-Il Park

South Koreans are familiar with the words of a song, ‘My RR Card’. In 1997,
a Korean rock singer roused sympathy by the following lines:

Korean citizens hold RR cards
I’m bearing in mind 800216-1068312
This number is more important than my name
Engraved in my head
The number will be alive until I die

Without the resident registration card, South Koreans have trouble getting
inside government buildings, or applying for financial transactions and
website membership. Sometimes they are asked by policemen to show the
identity card on the street.

Transsexuals have more troubles with these cards. While the first group of
the resident registration number means the birthday (yy/mm/dd), the follow-
ing seven digits denote the sex and residential information of the holder. So it
is troublesome to hold a card which shows a different sexual identity from
his/her appearance. Some transsexuals filed a lawsuit with the court to change
the sex digit, but only a few succeeded. Until June 2006, when the Supreme
Court approved the change of sex in the family census registry, judges would
not have allowed such change.

HISTORY OF PRIVACY PROTECTION

At first, holding the resident registration card was mandatory for the purpose
of national security. But the situation has drastically changed in the past 40
years. With unparalleled economic development and democratization of the
Korean society, the resident registration number is no longer indispensable to
protect the country. On the contrary, it could be a Big Brother’s weapon. The
fate of this number illustrates the changing view of privacy in South Korea.
Initially introduced for national security, the number is now regarded as a
potential threat to privacy.
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Conflict between Liberty and Security

With the end of the Japanese occupation (1910–45), South Korea adopted
liberal democratic ideas. But the Korean War broke out in 1950 and divided
the Korean peninsula. After a brief and tumultuous democratic interlude in the
early 1960s, Korea’s politics were dominated by a series of military strongmen
(Ginsburg 2004, pp. 2–3). This authoritarian period nevertheless had a silver
lining of rapid economic development.

From the late 1960s until the 1980s, North Korea staged occasional terror-
ist attacks against South Korea. In January 1968, North Korean guerrillas infil-
trated to the outskirts of the Blue House, the Presidential residence in Seoul.
A few days later the Pueblo, an intelligence ship of the US Navy, and all its
crew, were seized by North Korean patrol ships in international waters. The
North Korean regime continued to terrorize their South Korean brethren by
hijacking a private airplane in 1969, and directing a Japanese agent to assassi-
nate President Park Chung-Hee and First Lady in 1975. In 1983, they
attempted to kill President Chun Doo-Hwan on his state visit to Myanmar. In
1987, North Korean terrorists destroyed a Korean airplane with 115 passen-
gers and crew flying over the Indian Ocean to stymie the Seoul Olympic
Games.

Perhaps Korea’s threatening geopolitical reality justified some restriction
of fundamental rights for the sake of national security. However, the restric-
tion of freedom went too far. Throughout the 1970s, President Park proclaimed
a series of Emergency Presidential Decrees to restrict fundamental rights
ostensibly to protect the state from the North Korean threat. But, in a real
sense, President Park’s political action was oriented to continue his dictator-
ship.

Struggle for Democratization

Mounting demand for privacy protection generated pressure on the Korean
government to respect the constitutional rights. In 1987, the democratic move-
ment, known as the ‘June Struggle’, changed the political landscape. It made
the authoritarian regime comply with citizens’ constitutional rights.
Confronted with student protests against the iron fist rule of President Chun,
the general-turned-President allowed a broad liberalization. The international
environment was a crucial factor in his decision to democratize the nation
(Ginsburg 2004, p. 4).

Meanwhile, military tension between North and South eased in the midst of
East–West rapprochement. The 1988 Seoul Olympiad focused the international
spotlight on the daily life of ordinary Koreans. Rights of Korean dissidents
attracted worldwide attention. In 1996, Korea was admitted to the
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Organization for Economic Cooperation and Development (OECD). To secure
admission, South Korea promised to observe human rights. At that time, its per
capita income exceeded $10,000. In the wake of the rising prosperity of the
late 1980s, human rights issues came to the foreground of public opinion.

The advent of the Information Age has opened a new dimension of privacy
issues. The information highway has made it possible for the government to
implement far-reaching e-Government projects. For example, the government
planned to consolidate relevant information in the public sector, and to provide
on-line administrative services to citizens. At the same time, popular curiosity
has found all sort of new outlets, including celebrity scandals now detailed
over the internet.

Full Bloom toward a Ubiquitous Society

Since the early 1990s, ‘ubiquitous computing’ has become one of the most
frequently-used words. The government took an initiative to establish the
nationwide computer and communications network in such areas as government
administration, banking and finance, education, R&D and national defense.

According to a survey by the Ministry of Information and Communication
(the ‘Communication Ministry’), 31.6 million people over six years of age use
the internet. This means that virtually all Koreans have access to cyberspace.
Korea boasts the highest distribution rate of internet broadband networks in
the world (JoongAng 2005). Over 70 per cent of Korean households subscribe
to high-speed internet services. The Information Age has brought to Korea
significant improvements in the efficiency and convenience of living. The
‘nationwide internet breakdown’ on 23 January 2003, when the Sapphire/SQL
Slammer worm computer virus paralyzed nationwide administrative and bank-
ing operations through national key networks for half a day, illustrated how
dependent Korea has become on the internet.

Information processing equipment and facilities are distributed and used
everywhere including homes, work places, schools, transportation, communi-
cations, finance, sports and games, just like the nerve center of a body.
Ordinary Koreans enjoy the benefits of high-speed internet services, but they
also demand that the government be concerned about privacy issues involved
in the use of this new technology. As for the ubiquitous computing, govern-
ment officials and specialists are eager to develop some useful guidelines to
prevent the abuse and misuse of such sophisticated technology.

Overview of Privacy Protection Laws

South Korea’s privacy protection legislation has been established by sector.
The public sector, where the resident registration number was generally used,
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had urgent need of data protection law while privacy protection in the private
sector was implemented on a case-by-case basis.

The Public Agency Data Protection Act of 1995 governs the government’s
collection of personal information in accordance with the OECD Guidelines
on privacy protection. This Act applies to all public institutions, government
departments and offices in the Administration, the Legislature and the
Judiciary as well as local governments, various schools, government-owned
companies, and public sector institutions. Accordingly, in the public sector,
privacy protection provisions are found in the Act on Communication Secrets,
the Telecommunications Business Act, the Medical Services Act, and the
Public Agency Data Protection Act, among others. Because an OECD member
state is required to observe OECD rules, the Korean government adopted the
OECD Privacy Principles.

In the private sector, the Credit Information Act, the Framework Act on
Electronic Commerce and the Electronic Signature Act contain data protection
provisions. For example, the Framework Act on Electronic Commerce
requires that electronic traders shall not use, nor provide to the third party,
personal information collected through electronic commerce beyond the noti-
fied purpose for collection without prior consent of the data subject or except
as specifically provided in any other law.

Among others, the Act on Promotion of Information and Communications
Network Utilization and Information Protection, etc. (the ‘Data Protection
Act’ as amended in 2001) generally applies to entities or individuals that
process personal data for profit through telecommunication networks and
computers. Personal credit information and medical records are protected by
other legislation.

Public Sector Privacy Legislation

The Public Agency Data Protection Act sets the norm for the management of
computer-based personal information held by government agencies. Under
this Act, government agencies are required to limit data collection, ensure the
accuracy of data, keep public registers of data files, ensure the security of the
information, and limit use of personal data to the purposes for which they are
collected. Only computerized data fall within the scope of this Act. Manually
collected information may be protected by the Criminal Code and other rele-
vant laws, which require public servants to maintain confidentiality in admin-
istrative work.

Personal information maintained by public agencies, whether computer-
ized or not, is also governed by the Act on Disclosure of Information by
Public Agencies, South Korea’s freedom of information act. But if the
information affects another individual’s privacy, the public agency must
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decline to disclose it. The data subject is also entitled to request necessary
modification of defective government-held data (Constitutional Court
1989).

The Public Agency Data Protection Act is enforced by the Ministry of
Government Administration and Home Affairs (the ‘Administration
Ministry’) responsible for government administration and police affairs. The
Administration Ministry must be informed in advance of what kind of
personal information files are maintained in each office by the head of
competent agency, and it must publish the list of such personal information
files more than once a year in the Official Gazette. The Administration
Ministry may request the pertinent public agency to submit the personal
information processing report, permit its employees to inspect the actual
conditions, and give suggestions or advice on how to protect personal infor-
mation effectively.

Critics of this Act say that there are few provisions to prevent excessive
collection of information by public agencies. In addition, there are overall
exceptions to the application of this Act with regard to agencies like the
National Intelligence Service (NIS) and other law enforcement bodies. And
there is no guarantee of independence of the oversight body in the
Administration Ministry and the Personal Information Protection Deliberation
Committee under the Prime Minister.

Surprisingly, it was disclosed in early 2005 that NIS, a Korean CIA, had
collected personal information without court permission. According to news
reports, NIS secretly eavesdropped on conversations of 1800 politicians, jour-
nalists, government officials and businessmen in a 24-hour-a-day operation
during the period from 1998 to 2003. Public opinion demanded a special pros-
ecutor to investigate the case. As a result, the former heads of the nation’s
intelligence agency were arrested in November 2005, and sentenced for ille-
gal wiretapping (JoongAng 2005b).

INCREMENTAL INFLUENCE OF PUBLIC OPINION

Over the past two decades, public opinion has played a leading role in democ-
ratization of South Korea. Government disregard for citizens’ privacy has been
the target of criticism by the press as well as civic organizations. The internet
and cellular phones play an effective role in mobilizing public opinion. The
power of public opinion comes from the keyboards of netizens or the thumbs
of mobile phone users based upon Constitutional rights. In the same way as
they gathered to support the Korean football team in the 2002 FIFA World
Cup, Korean people often gather in front of Seoul City Hall at night to declare
or protest something important with candle lights.
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Constitutional Ground for Privacy Disputes

The Korean Constitution provides for the general protection of privacy (Art.
17), and specifically for the protection of privacy of home (Art. 16) and in
communications (Art. 18). The Constitution also affirms that freedoms and
rights of citizens shall not be neglected on the grounds that they are not
enumerated in the Constitution (Art. 37(1)). These protections can be abridged
in exceptional circumstances: freedoms and rights of citizens may be restricted
by the law only when necessary for national security, law and order, or public
welfare. Even when such restriction is imposed, essential aspects of the free-
dom or right shall not be violated (Art. 37(2)). It means that the utmost need
to enhance the administrative efficiency cannot justify the infringement upon
the privacy of ordinary citizens.

In 2003, the Constitutional Court made a noteworthy interpretation of these
provisions:

The right to privacy is a fundamental right which prevents the state from looking
into the private life of citizens, and provides for the protection from the state’s inter-
vention or prohibition of free conduct of private living. Concretely, the privacy
protection is defined as protecting and maintaining the confidential secrecy of an
individual; ensuring the inviolability of one’s own private life; keeping from other’s
intervention of such sensitive areas as one’s conscience or sexual life; holding in
esteem one’s own personality and emotional life; and preserving one’s mental inner
world. (Constitutional Court 2003)

The data protection rule is to protect the data subject from inappropriate access
to, and abuse or misuse of, its personal information. Personal information is
understood to mean the data of a living person comprising sign, character,
voice, sound and image,and so on, which may be used solely, or together with
other easily combined data, to identify the data subject by means of a name,
resident registration number, and so on. With the advancement of information
technology, the scope of such information increasingly expands to include
email addresses, credit card numbers, log files, cookies, GPS location data,
DNA data, etc. In this connection, individual belief, conscience, medical
records, sexual orientation, race, trade union activities and criminal records are
regarded as sensitive data.

NEIS Controversy Defeating e-Government Project

The biggest recent privacy struggle between the government and the public
was regarding the National Education Information System (NEIS), a scheme
proposed in 2003. This plan ostensibly aimed at enhancing the efficiency of
educational administration and improving teachers’ working conditions. The
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Ministry of Education and Human Resources Development (the ‘Education
Ministry’) asserted that NEIS would be an efficient, technologically advanced
and transparent system.

NEIS sought to centralize personal data of about eight million students
from 12,000 primary and secondary schools across the country in a national
broadband network. Twenty-seven categories of personal information were to
be consolidated in NEIS servers maintained by local education agencies. NEIS
was supposed to include data on students’ academic records, medical history,
counseling notes, and family background. Even data on teachers’ trade union
activities were to be held by the Education Ministry.

The National Teachers’ Union (NTU) opposed the system. It and other civic
organizations conducted protest rallies and threatened a general strike.
Disappointed by the lukewarm response of the government, they brought an
action with the National Human Rights Commission. The enhanced efficiency
in information sharing offered by NEIS was depicted as a potential risk to
privacy. The Commission recommended that three of 27 categories of personal
data be excluded from the NEIS databases.

Accordingly the Education Ministry excluded these three categories of
data, keeping other 24 categories of school affairs intact. While NTU threat-
ened to stage an all-out protest against the implementation of NEIS in
November 2003, the Seoul District Court approved a motion to block the use
of NEIS data-contained CDs of three high school students. As a result, the
Education Ministry was prohibited from distributing useful student data from
the NEIS necessary for the application for the college entrance exam. Because
NEIS data-contained CDs regarding applicants were indispensable to the
processing of the on-line college entrance applications, such a negative court
order could paralyze the whole college entrance exam procedure. In December
2003, the government decided to separate the sensitive data from the NEIS
databases and to operate them in different computer systems.

In July 2005, the Constitutional Court held that such personal information
as the graduate’s name, birthday and graduation date, contained in the NEIS
databases, are necessary for the administrative purposes of the Education
Ministry. Consequently, pertinent schools and institutions are able to issue
certificates of graduation at any time by accessing the NEIS database. So the
current NEIS databases were found to comply with the Constitution and the
relevant laws on data protection, and could be maintained (Constitutional
Court 2005).

Changing Concept of Privacy

In South Korea, the right to privacy is a developing and unfinished concept.
For one thing, the right to privacy and the freedom of expression are both
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fundamental rights; and there is no priority between them. So we have to
compare and analyze the competing legal interests when they are infringed
upon. The Korean Supreme Court held:

In a democratic state, it is common to form a majority opinion by means of free
making and exchange of one’s expression, thereby maintaining the democratic
political order. So the freedom of expression on a public issue shall be protected as
a constitutional right, but the right to privacy or the individual reputation and
secrecy shall be ensured as much. The conflict between the right to privacy and the
freedom of expression should be settled and adjusted in a concrete case after
comparing the interests in a social environment protected by the respective right or
freedom, and the extent and method of regulation should be determined accordingly
(Supreme Court 1998).

Secondly, once privacy is violated, the damage can be difficult to repair. When
celebrities’ privacy is violated in a scandalous news story, their loss of privacy
becomes a fait accompli regardless of the truth. Because a forced apology to
cancel the former privacy invasion or the publication of the opposite opinion
could exacerbate the infringement upon privacy, injunctive remedies are more
generally granted than in the case of defamation (Sung 2003, p. 88).

NATIONAL CULTURE AND TRADITIONS

Traditionally Korean citizens have been accustomed to authoritarian rule.
More recently, they have grown aware of their fundamental rights. Though
they are required to use the resident registration number in daily life, they have
come to understand the negative aspects of information society, that is, abuse
or misuse of personal information. As South Korea has become more democ-
ratic, civic groups have been very active in demanding privacy protection from
the government and IT businesses. In response to such demands, the Korean
government has implemented a unique remedy system that provides pecuniary
compensation to alleged privacy victims.

Pros and Cons of General Identifier

Although ‘Asian Values’ allegedly contributed to economic growth, they func-
tioned as a stumbling block to democratic developments. Since the Korean
War in the early 1950s, Korean rulers favored national security and economic
growth over human rights. But democratization changed the situation dramat-
ically. A good example is the ID system.

As mentioned before, in South Korea, every citizen is given an ID number
at birth – the resident registration number. This number contains 13 digits
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conveying information about the holder. This ID system was generally imple-
mented just after the armed guerrilla attack in January 1968. Now the ID
number is used for administrative purposes, from applying for various govern-
ment services to proving that one is a real person with a real name. As a result,
someone with access to administrative databases associated with use of the
card can gain detailed information about where its holder is living, how much
he earns and pays in tax, and what kind of business he is engaged in. It is
because the residence, tax and other government databases are constructed
based on this general identifier.

The resident registration number functions as a link to government-main-
tained databases. This number makes it possible for government officials to
compile personal information and to do profiling and data matching of exten-
sive information about Korean citizens. The 13-digit number is like ‘Aladdin’s
sesame’ to open government databases. Because it is easy to centralize and
profile citizens’ data, privacy-conscious South Koreans seek assurances that
the ID number is not used for purposes of surveillance (Sung 2003, p. 94).
Several civic groups have acted as watchdogs against government plans to
establish and consolidate databases for administrative efficiency.

In the private sector, on-line information service providers usually demand
users’ resident registration numbers. To protest this practice, some users
submit made-up numbers instead of real ones; others steal someone else’s ID
number. For example in 2005, 53.9 per cent of those who filed claims with the
Personal Data Protection Center in Seoul reported their ID numbers had been
illegally used or stolen (PIDMC 2006, p. 50). Against this backdrop, some
critics suggested that information service providers should not be allowed to
collect individual users’ ID numbers (Chung and Kim 2004).

Real Name Required for Financial Surveillance

Throughout the 1990s, the Korean government took the initiative in protecting
citizens’ privacy both by law and in practice. But civic organizations were not
satisfied with these measures. They demanded reinforced security measures
for individual privacy including credit information.

Take an example of the Real Name Financial Transaction System, which
sought to ensure that financial transactions are conducted under real names. It
meant that no one could open bank accounts without disclosing his or her
name and resident registration number. Until the early 1990s financial trans-
actions of large amounts between private parties had usually been conducted
under false names or pseudonyms to protect the confidentiality of such trans-
actions and to evade tax as well.

In 1993, President Kim Young-Sam suddenly proclaimed his Emergency
Presidential Order on Real Name Financial Transactions and Protection of
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Confidentiality. The newly-elected President Kim sought a clean image by
enforcing the conduct of all financial transactions under real names. It was
believed that former Presidents Chun Doo-Hwan and Roh Tae-Woo had
concealed their slush funds under false names or pseudonyms. If concealed
financial transactions could be exposed by means of the real name transaction
system, a remarkable increase of tax revenues should result. This regulation
aimed at keeping the underground economy under tight control by making all
transactions subject to taxation. The Presidential Order was transformed into
the Act of the same name in December 1997.

The real name financial transaction system required everyone to submit
such certificates as the resident registration card, driver license or passport
evidencing his or her real name before completing transactions with financial
institutions. The subsequent surveillance effect was bigger than expected. In
November 1995, ex-Presidents Chun and Roh were convicted and jailed for
accumulating and concealing huge slush funds while in office and violating
the Presidential Order.

The Act prevented banks and other financial institutions from informing
third parties (for example, creditors, tax collectors, investigators, and so on) of
any financial transaction involving banks, savings, securities companies and
insurance companies without a request or the consent of the data subject.
There are some exceptions where personal information is required under
subpoena or warrant, or required by law for a tax inquiry under tax laws, etc.
In July 2001, three large credit card companies were fined under the law. The
companies were found to have disclosed personal information on their
customers (including bank account numbers, salary, credit card transaction
records, customer names, addresses, phone numbers and resident registration
numbers) to insurance companies without telling their customers or obtaining
their consents in advance (Korea Herald 2001). Those credit companies were
affiliated with the insurance companies under the same business group.

Crimes Abusing and Misusing Personal Identity

The identity card or NEIS systems are loaded with personal information, open-
ing the possibility of many crimes and abuses. After the financial crises in
1997, a wave of identity crimes broke out. Criminals found ways to use afflu-
ent people’s personal data to commit fraud or burglary. The original NEIS was
dangerous because it disclosed students’ family wealth and other information
which could be used illegally by criminals.

In the 2000s, some burglars were reportedly tracking foreign-made luxury
cars with certain motor vehicle registration plates. Initially the plate number
showed the registration place of the garage. Once, robbers threatened a female
driver when she parked her car at an isolated parking lot at night. In 2004, the
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government hurried to change the format of private car plates to omit infor-
mation on the owner’s place of residence.

Privacy Agency Providing Pecuniary Remedies

In Korea, financial penalties pay for the protection of privacy. The Korean
Personal Information Dispute Mediation Committee (PIDMC) provides finan-
cial compensation to individuals whose statutory privacy rights are found to
have been infringed upon by merchants. In 22 cases reported by PIDMC
during 2003–04, the committee awarded compensatory damages in 17 cases
where a breach of privacy rules was found. Damages ranged from US$100 to
US$10,000 (see PIDMC 2005). A mere misuse of personal information case,
for example, reckless disclosure of personal data, usually results in compen-
sation of around US$100. The more serious the privacy invasion is, the more
compensation is required. In only a few cases of breach did PIDMC recom-
mend corrections or other remedies without any payment of compensation.

A woman specifically requested her mobile phone company not to disclose
details of her telephone calls to anyone else. Then she found that a branch of
the telephone company had nevertheless disclosed them to her ex-husband,
who had produced a copy of her ID card when applying for the details. The
mobile phone company was held responsible for professional negligence, and
she was awarded 10 million won (equivalent to US$10,000) in compensation
for the economic and mental damages.

In another case, a plastic surgeon displayed a movie of a patient’s operation
on his clinic’s website. He was required to pay 4 million won (around
US$4000). The award would have been increased if she had objected to it
during the filming. A translation service company posted a woman’s resume
on its website without her consent, as if she was an interpreter employed by
them; the company was required to pay 200 thousand won (around US$200)
compensation. An insurance company that provided a person’s personal infor-
mation to another company so that they could solicit business from him was
required to pay 200 thousand won (around US$200). Taking into consideration
monetary compensation, Korea’s privacy authorities regard privacy violations
more seriously than any other data protection agency in the world. We will see
later how this unusual privacy agency is doing its work.

Recently pecuniary remedies have seen a different dimension of incidents
as Korean-made on-line games are getting popular cross the border. In April
2006, the Seoul Central District Court held that NC Soft of Lineage II should
pay 500 thousand won (around US$500) each to the plaintiffs. The court said
that game site operators obtaining commercial profits from many users have a
duty of special care to protect the personal information of customers. Though
actual damage could not be identified, the defendant should pay damages on
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account of a gross negligence or fault that it did not preserve users’ personal
ID and password by encryption and caused the personal data to be stolen by
other customers (Park 2006b, p. 12).

Lackluster Self-regulation of the Private Sector

Self-regulation does not work well in South Korea. Take the example of the
Half Price Plaza, an on-line shopping mall. The internet shop owner ran
aggressive on-line advertisements, promising its members half price on a
number of items. In the end, the owner ran away with customers’ deposits.
This case rang an alarm bell that on-line shopping malls are not always safe
and credible.

One semi-official form of self-regulation was established under the Data
Protection Act. The Korea Association of Information and Telecommunication
(KAIT, www.kait.or.kr), a private entity supported and supervised by the
government, started its operation in 2000. KAIT regularly awards the Privacy
Mark to internet sites and on-line businesses voluntarily engaged in data
protection on an appropriate level. KAIT established an association composed
of chief privacy officers (CPOs) in charge of personal information of
customers. The organization is to enhance work ethics and awareness of
privacy protection, to provide educational and training programs to member
companies, and to formulate self-regulatory guidelines by industry.

Although the Data Protection Act does not otherwise stipulate industry-
wide self-regulation, it is possible for any entity to implement self-regulatory
measures (see Yi and Ok 2003). For example, the Association for the
Improvement of E-Mail Environment was established in 2002 by direct
marketing merchants as its members to cope with increasing citizens’ dissatis-
faction with spam and direct marketing mails, as well as improving the
internet-based business culture and coordinating the interests of its member
businesses.

WINNERS AND LOSERS

The privacy issue on the internet has produced apparent winners and losers.
The Korean government has successfully implemented e-Government services
via high-speed internet. Today ordinary citizens can process administrative
applications at home by using their own home computers. However, the
government had to admit some side effects of e-Government when the civic
organizations successfully protested against the NEIS.

Privacy concerns have consistently helped swell the numbers of supporters
of activist civic organizations. As a result of slush fund investigation, financial
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information of the individual is more often than not disclosed because of
bribery investigation, tax examination or health insurance fraud, while credit
information is firmly protected by a special law.

Increasing Activism of NGOs

In the 1990s, politicians who had earlier been persecuted by military rulers
gained power through democratic elections. Civic organizations friendly to
such politicians as Kim Young-Sam and Kim Dae-Jung received handsome
government support. Since the mid-1990s, these organizations have helped
liberalize public policy making in South Korea by participating in various
government committees and by shaping public opinion. The Korean political
pendulum has made a full swing from the authoritarianism of past decades to
today’s free society. Civic groups have usually rated privacy issues very high
– in contrast to the authoritarian rulers who deemed national security and
economic growth as superior to human rights. They provide advice on privacy
issues to individuals as well as businessmen, and conduct monitoring of
market practices.

One of these groups is the Citizens’ Action Network (CAN, action.or.kr) –
a non-profit NGO which encourages citizen action to reinforce the rights of
ordinary taxpayers and consumers by the voluntary contributions of its
members. CAN focuses on information-related rights maintaining an internet
bulletin board regarding privacy invasion. Anybody can report to it such inci-
dents as spam mails, unauthorized use of resident registration numbers and
location information, closed circuit televisions (CCTVs) installation for moni-
toring, and so on. CAN advocates a comprehensive data protection law apply-
ing to both the public and private sectors.

People’s Solidarity for Participatory Democracy (PSPD, www.people-
power21.org) is also dedicated to justice and human rights and to legal and
policy reforms. Since its establishment in 1994, PSPD, with 13,000 members
as of 2005, has been serving as a watchdog against the abuse of power. It has
staged public awareness campaigns, particularly in the area of privacy. PSPD
has kept an eye on possible violations of privacy protection provisions by
major industries. In 2003, PSPD claimed violations of the Data Protection Act
by cellular phone companies, and filed suit for the deletion of such data and
damages on behalf of over 4000 of their former customers.

The Korea Progressive Network Jinbonet (KPN, center.jinbo.net) is an
activist network seeking enhanced human rights, anti-censorship and free use
of copyright in cyberspace. Occasionally it staged a campaign ‘e-Government
hand-in-hand with Information Human Rights!’ which addressed the problems
of the resident registration number and NEIS. They demanded that installation
of such systems as CCTV, software for monitoring emails or internet usage,
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biometrics devices, smart cards and location detectors should be subject to the
prior consent of the laborers or trade unions.

These civic organizations all support a campaign to replace the resident
registration number with alternative IDs. They held various ‘Be-Aware-of
Big Brother’ events around 25 June 2004 which marked the centennial
anniversary of the birth of George Orwell. At one meeting of the centennial
event, they debated on how to preserve human rights in a digital environ-
ment. In 2003, they succeeded in delaying the nationwide implementation of
a real name check on the internet bulletin board, in which the government
wanted to prevent users with a false name or non-existent resident registra-
tion numbers from posting any message or idea.

Protection of Credit Information and Slush Funds Scandal

In a privacy-friendly world, personal account information should be held
confidential from others including the government. However, demand is
growing for surveillance of transactions in the private sector as a means of
reducing tax fraud and health insurance cheating. Government-maintained
data matching is often called for to detect tax fraud.

Initially, individual credit information had no privacy protection. In the
1990s, the partially disclosed slush money of former presidents changed the
course of data flow. Investigators found the hidden transactions of ex-
President Chun exploiting the underground economy. In order to avoid a run
on the bank by ordinary people in fear of all-out tax examination, the
government had to promise banking secrecy to individual depositors.

Consumer credit information has been protected separately by the Credit
Information Act since 1995. Individual credit information, positive or nega-
tive, including bank accounts and transaction details may be used to decide
to create or maintain financial transactions with the data subject. There are
exceptions where credit information might be provided for other purposes
with written consent of the data subject; under subpoena or warrant; for an
inquiry under the tax law; or in accordance with other laws.

Consumers who feel their credit information has been misused by
distrustful employers and landlords may claim damages against the credit
information processor or users. In proceedings, credit information proces-
sors or users are required to prove the absence of intention or negligence.
The Korean Financial Supervisory Service, a half governmental credit infor-
mation watchdog, is empowered to supervise the operations of credit infor-
mation companies. At present, credit information is protected separately
from ordinary personal information, but in a manner consistent with core
OECD privacy principles.
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KISA’s Activities as Privacy Guardian

Under the Data Protection Act, data subjects can demand access to their
personal information, insist on correction of false information and challenge
wrongful information. Collection of personal information should be mini-
mized within the scope of purpose, and the collection and processing of data
must be subject to privacy-related laws and regulations.

The Data Protection Act creates a guardian for privacy protection and secu-
rity, the Korea Information Security Agency (KISA). KISA was established in
1996 to ensure information security and safety. It seeks to develop information
security technology and policy research on information security. KISA has
conducted surveys of compliance with privacy protection provisions in such
areas as mobile communications, on-line shopping malls, banking and financ-
ing, department stores, accommodation, traveling, etc. It also monitors
whether websites provide for the presence of a chief privacy officer, clarifica-
tion to users of the purpose of collection and use of personal information,
permission for access to the collected data and necessary modifications, the
duration of maintenance of such information, and so on.

During 2005, KISA documented 3982 violations of privacy rules in a
survey of 27 thousand businesses. Among these were unauthorized use of
personal data and collection of children’s data without parents’ consent.
Though the overall compliance ratio in 2005 was slightly over 80 per cent,
KISA encouraged the information and communication businesses to imple-
ment technological and managerial safeguards of privacy including the adop-
tion of Privacy Enhancing Technologies (PETs). It strongly recommended new
guidelines on RFID privacy protection (Korean Briefing 2006), which came
into effect in 2006.

Resolution of Privacy Complaints

South Korea has developed a unique method for resolving privacy complaints
in the private sector, including a combination of government agency (KISA)
investigation and alternative dispute resolution (ADR) with a possibility of
litigation.

Under the Data Protection Act, anyone aggrieved in data protection matters
may file his or her case with the Personal Data Protection Center (PDPC)
within KISA. KISA has operated a secretariat of PDPC since April 2000. The
purpose of the Center is to handle complaints regarding data protection, to
monitor market practices, and to provide advice on various queries. The
Center investigates complaints and provides advisory corrective measures in
case of minor violations. It also assists complainants in more serious cases to
petition the Personal Information Dispute Mediation Committee (PIDMC). In
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more serious cases, the Center notifies the Communication Ministry, police
and prosecutors’ office of violations or incidents.

Many observers hold that the legal status of both the data protection over-
sight body (PDPC) and the dispute settlement body (PIDMC) should be more
independent. Lawmakers and civic groups also demand that the Data
Protection Act be modified so as to secure the extended applicability of the Act
into the public sector, which has been regulated by the different law and
governmental entity, and the institutional independence of the oversight body.

Functions of the Dispute Mediation Committee

Recently, an increasing number of plaintiffs in Korea have been resorting to
alternative dispute resolution (ADR) – arbitration or mediation. Regarding the
privacy issue, a separate dispute settlement body has been established under
the 2001 amendment to the Data Protection Act, because disputes related with
privacy could not be settled by the same procedures as e-commerce or
consumer protection disputes.

If a privacy complaint cannot be readily resolved by the Personal Data
Protection Center (PDPC), the injured party may file a petition with the
Personal Information Dispute Mediation Committee (PIDMC). PIDMC is
intended to facilitate the prompt, convenient and appropriate settlement of
disputes arising out of personal data or privacy infringement. The Committee
is composed of up to 15 members, appointed or commissioned by the Minister
of Information and Communication from among well-qualified lawyers, IT
engineers, professors, representatives of consumer organizations and IT busi-
nesses, whose term, integrity and professionalism are ensured by the Data
Protection Act.

Dispute mediation proceedings may be initiated by either an injured subject
or the on/off-line information service providers, and are settled free of charge.
When a petition for mediation is filed with PIDMC, the Committee opens
factual investigation in an informal way and proposes a settlement for agree-
ment by the parties prior to formal mediation. If the parties fail to agree upon
a settlement, PIDMC starts the mediation proceedings. After fact finding
efforts through hearings, discoveries and experts’ examinations, the
Committee suggests a mediation proposal for an agreement by the parties
within 60 days from the filing of petition. When both parties say ‘yes’ to the
draft mediation with moderate compensation to the applicant within 15 days
from the proposal, and execute the mediation record, the mediation becomes
legally enforceable like an out-of-court settlement. Otherwise, each party may
file a civil suit with a competent court, and the Committee may support the
data subject to conduct the court proceedings with reliable evidence and its
own findings. In other cases, the parties may go directly to court.
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PIDMC is supported by the Secretariat within KISA, which receives peti-
tions for dispute mediation, conducts the factual investigations, prepares the
agenda for the Committee meetings and keeps its minutes. PIDMC plays an
important role in protecting individual privacy in the cyberspace. As an alter-
native dispute settlement body, it is swift and efficient in rendering pecuniary
compensation to privacy victims subject to the agreement of parties
concerned.

INFORMATION FLOWS AND CONSTRAINTS

Recently celebrities have generated more than their share of privacy contro-
versies. Ironically public appetites for sex scandals and gossip about enter-
tainers has contributed to the popularization of high-speed internet services.
The resulting incidents have contributed to the improvement of privacy legis-
lation in the private sector.

Extreme Cases of Internet Exposures

In 1999 and 2000, the high-speed internet networks circulated pornographic
videos of Ms Oh, an actress, and Ms Baik, a Korean pop singer, apparently
without the entertainers’ consent. Such incidents have sparked debates in
South Korea. Which is the first and foremost between the individual right to
privacy and the freedom of expression or citizens’ right to know? Most jour-
nalists, NGO activists and academics preferred privacy to freedom of expres-
sion, and demanded effective countermeasures.

An unprecedented sensational case culminated when the so-called
‘Entertainers’ X-File’ prepared by a research group was disseminated through
an internet messenger program like MSN to the public in January 2005. The
file, initially prepared for an advertisement agency, contained unconfirmed
rumors and personal details of 99 entertainment celebrities. Some of these
celebrities considered lawsuits against the agency, seeking damages over
unauthorized release of such sensitive data.. At that time, a standing commit-
tee of the National Assembly held public hearings on how to ensure the effec-
tiveness of a newly proposed amendment to the Data Protection Act. The
participants agreed on the entertainers’ right to privacy. They considered such
issues as the need for consolidated data protection legislation of both the
public sector and the private sector, the absence of an independent oversight
body and the permissible extent of collection of personal information by
private companies.

In another case, the tale of the ‘Dog-Shit Girl’ showed the extraordinary
power of netizens. When a young lady refused to clean up after her dog in a
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subway train, this scene was captured by another passenger with a digital
phone camera. These photos were posted on internet bulletin boards. The
homepages showing the ‘Dog-Shit Girl’ were bombarded with hits from neti-
zens criticizing her action. It was like a kangaroo court, and nobody seemed
disturbed about the violation of the young woman’s privacy.

In January 2006, the Seoul Prosecutors’ Office signaled its impatience
against such netizens. This time their victim was not an entertainer. Ms Lim
Su-Kyung, a former student activist who visited North Korea without govern-
ment approval in 1989, lost her son in an accident. At that point, 20 or so neti-
zens including college professors and bank officers attacked her, denouncing
her as a ‘red’ and ridiculed her son’s death. The prosecutor brought them to the
court by summary indictment without formal proceedings with fine up to one
million won (around US$1,000) each, on the count of defamation of Ms Lim.

Thanks to the explosive advancement of information technology, Korean
citizens usually enjoy brand-new services like internet blogs, mini-home-
pages, on-line shopping, on-line games and chatting and so forth. But there is
a dark side of abuse or misuse of personal information involved in these
services, on-line defamation or personal assault among them. So far we have
failed to find effective remedies or deterrents.

Private Sector Privacy Laws under Total Reshaping

The division of data protection between the public and private sectors is not
unique to Korea. The United States and Japan have similar set of rules (EPIC
2001, p. 4). In South Korea, the logic of these two sets of laws is quite differ-
ent. State and local governments and public enterprises are seen as using
personal information in the public interest, whereas the private sector is ruled
by market forces and pursuit of private interest.

Since the mid-1980s, the Korean government has been building up infor-
mation infrastructure in both the public and private sectors. The Act on the
Expansion of Computer Networks and the Promotion of Its Utilization of 1986
was changed to incorporate the protection of privacy in a new chapter in 2001,
and thus obtained the new name ‘Data Protection Act’. This newly revised act
sets out principles of data protection of notice and consent on the basis of
informational self-determination (Schwartz and Reidenberg 1996, p. 36), the
right of data subjects, the responsibility of information service providers, the
possible remedies following the infringement on the personal data, etc. All
these principles follow the OECD Privacy Guidelines (EPIC 2001, p. 202).

Initially these data protection provisions are applicable to on-line informa-
tion service providers that use computer systems and communication
networks. So this Act has yet to extend its scope of application to certain
specific manual data processors that collect or use clients’ data. These include
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travel agencies and hotels, department stores, airlines, private schools or
educational institutes; and other service providers which deal off-line with
their customers’ personal information.

In response to mounting pressure from civic groups, the Korean govern-
ment made amendments to the substantive protections in the Data Protection
Act in 2004 (Park 2006a, pp. 20–21). The data subject’s consent is required for
automatic data collection devices which extract email addresses from websites
for the purpose of spamming, and data subjects have rights to know how their
information was used or provided to third parties. The Communication
Ministry may establish data security guidelines for information service
providers. ‘Spam breaker’ software should be distributed by information
service providers. The on-line information service providers are required to
undergo an annual security diagnosis and audit by specified data protection
consultants. The government can set standards for mandatory notices to
affected data subjects, for example, in the event of security breaches.
Information service providers are also required to obtain the consent of data
subjects before they transfer personal information to foreign countries.

KISA and Other Authorities for Privacy Protection

KISA plays various roles under the law, including performing the Secretariat
of PIDMC; devising and developing technology and countermeasures to hack-
ing and virus-related problems; operating a peak digital signature authentica-
tion agency to safeguard electronic commerce; evaluating a diverse range of
information security systems; promoting information security industry;
conducting R&D on cryptographic technology; developing system and
network security technology; standardizing information security technology;
and staging public awareness campaigns on information security.

KISA formulates mandatory guidelines for private businesses requiring
them to take precise measures for privacy and security protection. KISA is
unusual among world data protection bodies, in that it combines a significant
role in privacy complaint resolution with high-tech functions in relation to
computer security. In 2004, KISA was admitted as a member of the
International Conference of Data Protection and Privacy Commissioners.

In legal terms, the responsibility to protect personal information is taken by
the Communication Ministry and the law enforcement agencies. The Ministry
is in charge of formulating data protection policy and implementing the Data
Protection Act. The Ministry may issue corrective orders or impose penalties
on identified violators.

Police and prosecutors are also involved in privacy protection. If the viola-
tion of data protection provisions is subject to the criminal punishment, then the
police investigate, and court hearings and decisions follow with appropriate

Republic of Korea 225



penalties. In the Supreme Public Prosecutors’ Office, the Internet Crime
Investigation Center devotes itself to hacking and other computer incidents,
internet-based fraud, and personal data protection violations. The Cyber Terror
Response Center in the National Police Agency attempts to prevent any
wrongdoing or misuse of personal data and internet-based criminal activities.
A victim of privacy violations may have on-line or off-line access to the
above-mentioned institutions, that is, KISA, prosecutors’ office or police
station.

Effectiveness of Law Enforcement in the Private Sector

As the internet population surpassed 30 million in Korea in 2004 – over 70 per
cent of the total population – conventional cyber-crimes including frauds in
communications and on-line games decreased in numbers. But new types of
cyber-crimes such as defamation on the internet or privacy invasion are on the
increase.

For example, in March 2005, the lists of two million customers of CJ Home
Shopping Co., a leading telemarketing company in Korea were leaked.
According to police, a representative of a call center service company obtained
the customer lists from a home shopping-related logistic company during
several months of 2004. The lists contained customers’ names, addresses, and
telephone numbers.

KISA reported that internet users’ complaints of privacy infringement in the
private sector in 2005 amounted to 18,200, a 3.6 per cent increase over the
previous year. Complaints against information service providers included fail-
ure to respond to users’ withdrawal of consent; lack of any procedure for exit;
unauthorized use of another’s name, resident registration number or ID cards
in cyberspace, and so on (PIDMC 2006, p. 50).

How is it that these privacy protection violations continue to take place
even though the Data Protection Act prohibits such activities? Is it because the
sanction or punishment is so light? Is it because such privacy invasion is an
everyday occurrence in this Information Society? Perhaps it is because cyber-
space has become an important part of our daily life. In the Information Age,
personal information is not only an intangible asset but also a valuable item to
be protected from outside attacks.

CONCLUSIONS AND PROSPECTS

Though Koreans are using the high-speed internet, mobile phones and other
digital devices every day, no one believes that users’ ethics, usually called
‘netiquette’ in Korea, are satisfactory. Koreans have a long way to go to
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improve their cyber-culture. As an information highway is completed, there
must be appropriate traffic regulation.

Alternative ID System Wanted

Nowadays, Koreans are eager to set standard practices for newly adopted
information technology. Korean practices and experiences are being closely
watched by other countries because Korea is regarded as a testing ground for
technological change. For example, an alternative ID system to the current
resident registration number is being sought. Another suggestion is that users’
real names should be used on the internet on a limited basis to prevent cyber-
defamation or malicious replies on the internet bulletin board (Jeong 2005).

However, proponents of freedom of speech object to such an idea. While
critics suggested several measures to prevent the unauthorized use of others’
ID numbers, the government proposed an alternative ID for use in electronic
commerce. In 2005, the government devised a new identification system for
the internet. In a few years, on-line businesses will be required to adopt such
new PIN systems instead of the controversial resident registration numbers
(Chosun 2005).

Legislative Proposal of New Comprehensive Law

Notwithstanding the 2004 amendments to the existing Data Protection Act,
there are campaigns to enact a comprehensive law on privacy protection from
scratch. The government and legislators, in consultation with civic groups,
made such proposals to the National Assembly in 2004 and 2005. The 2004
proposal was automatically repealed because of the closing of the plenary
session of the National Assembly.

The three draft bills, proposed by the ruling party and two opposition
parties, showed government policy and the intentions of interested groups.
They are almost identical in such aspects as the classification and scope of
personal information, but they differ in the nature of oversight body and
applicable remedies.

All political camps agree the new act should be a comprehensive one
governing both the public and private sectors. But they disagree on many
points. At issue is the independence of the supervisory body. Until now two
government departments conduct the overall supervision of data protection
regulation: the Administration Ministry in the public sector and the
Communication Ministry in the private sector. Civic groups are critical of this
supervisory system because it cannot ensure the independence of the oversight
body or the efficiency of privacy protection. They contend that government
departments are unable to regulate themselves to protect citizens’ privacy
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while they are actively carrying out e-Government or digitalization projects.
One of the draft bills made the supervisory body independent of all three
branches of government, while others have proposed to organize it within the
office of the Prime Minister. How this issue is resolved is bound to have a
major influence on the future of privacy protection in Korea.

The government and the ruling party were against the reinforced punish-
ment of privacy invasion, and the adoption of class actions other than the
current ADR or litigation system. The government does not want to see an
avalanche of law suits stimulated by such a new proposal, which might
prevent efficient data flow. On the other hand, the civic groups are critical of
the master plan of e-Government which facilitates unrestricted data flow in the
public sector.

While lawmakers hesitated to deliberate the proposed data protection legis-
lation, there took place the presidential election at the end of 2007 (Park 2007,
p. 10). President-elect Lee Myung-Bak proposed a slimline government reor-
ganization based upon the landslide victory, and the Communication Ministry
will be dismantled into the Broadcasting and Communications Commission.
Consequently data protection in both the public and private sector will be
taken over by the Ministry of Administration and Security, and the data protec-
tion functions of KISA will be directed by the new ministry. Therefore, data
protection legislation would certainly be reconsidered from the beginning on
account of the reshaping of governmental functions. It remains to be seen
whether the privacy protection in Korea will be reinforced or not in the near
future.

Future Prospects

South Korea has achieved both economic growth and political democratiza-
tion in a short period of time. Its digitization progress in technology and prac-
tices such as sophisticated home networking, e-Government projects and
u-health practices well deserve worldwide attention. The Korean government
and people agree on the idea that the law and practices regarding privacy
protection should be in conformity with global standards.

South Korea has significant data protection legislation and, at least in the
private sector, novel methods of enforcing privacy rights. Together with the
Data Protection Act’s coverage of information service providers, sensitive data
including credit information and medical data are regulated under separate
laws like the Credit Information Act and the Medical Services Act.

As Korea develops a society based upon ubiquitous sensor networks, the
awareness and level of privacy protection among individuals and IT busi-
nesses are increasingly high. Take an example of RFID, an indispensable
material in a ubiquitous sensor network. This burgeoning RFID industry is
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being regulated by the RFID Privacy Guidelines 2005 (as amended in 2007),
which requires RFID providers to notify users of the presence and functions
of RFID tags attached to, or built into, goods. As a result, the concerted efforts
of the government and businesses as a whole are necessary lest the new tech-
nology should invade privacy of consumers.

When regulatory measures are properly implemented, the existing data
protection regime in Korea seems to reach the level of privacy protection in
advanced countries. However, some practices remain below the global stan-
dards. There is a room for improvement in areas such as procedural trans-
parency with respect to wiretapping; possible data conveyance to third parties
without notice to data subjects; helpless individuals’ position against spam
mails, and unnoticed computer matching in the public sector.

On the other hand, different efforts on the internet real name system have
been made to realize a more transparent society. For example, the Act on the
Public Election and the Prevention of Election Corruption allows only the
person with a real name with his/her resident registration number to list his/her
opinion on the bulletin board of the internet press. Thus one cannot express
one’s political opinion under a pseudonym on the internet. Certainly Korea’s
privacy legislation will be upgraded in the midst of the tension between
mounting privacy awareness and rapid technological advancement.
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8. Hong Kong

Robin McLeish and Graham Greenleaf

INTRODUCTION

Data Spills on the Hong Kong Internet

In March 2006 personal data, including names, addresses, Hong Kong ID card
numbers and in some cases details of criminal convictions, of an estimated
20,000 people who had made formal complaints against the Hong Kong police
since 1996 were found on an unprotected web site in Hong Kong. The more
serious complaints against the police included allegations of sexual assault,
fraud and corruption, and seven complaints were still under investigation.
People named in the list have described the disclosure as ‘a nightmare . . .’.
The South China Morning Post (SCMP) claimed ‘thousands of people are
living in fear’ as a result. Legislators claim that the disclosures, particularly of
the HK ID card numbers which are widely used as an identity credential, are
a ‘big threat’ to the financial interests of the persons concerned. This is the
most dramatic privacy issue in Hong Kong’s history, in its combination of the
number of people affected and the sensitivity of the data involved.

The scandal erupted when a corporate governance activist accidently found
the data when searching the internet for a person’s address. Hong Kong’s
Independent Police Complaints Council (IPCC) admitted it was the source of
the data, apparently uploaded to a server of a Hong Kong company by a
contractor to the IPCC who was transferring data from one IPCC computer to
another. The data had been accessible on the web for three years. Two days
after its exposure by the SCMP it was still available in the Google archive
even though it had been removed from the original site, and was circulating on
file sharing networks.

It was a bad week for the Security Principle in Hong Kong’s Personal Data
(Privacy) Ordinance. In the wake of the IPCC disclosures, two prominent
companies were also found to have leaked unprotected customer data onto the
internet. SCMP reported that ‘telecommunications company CSL apologised
for having leaked the personal data of some of its customers’, also found in
Google’s cache, and blamed on a ‘manual mishandling’ by their service
provider. More significant was the discovery of a database freely accessible in
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the Google cache containing details of about 600 policyholders of the ING life
insurance company. According to SCMP, it contained ‘type and amount of
coverage bought, and beneficiaries’ names, phone numbers, dates of birth and
addresses’. ING claimed that the computer of one of its insurance agents had
been hacked.

This is the downside of modern public administration and business, in
Hong Kong as elsewhere. In this chapter we will see what Hong Kong’s law
and practices do to prevent, punish and compensate privacy dangers such as
those revealed so dramatically in one week.

Key Personal Data Systems and their Impact

The information systems built around the Hong Kong ID card have the most
pervasive effect on the residents of Hong Kong. The laminated paper ID cards
which originated at the end of World War II and include a photo are currently
being replaced by a multi-purpose ‘smart’ (that is, chip-based) ID card which
will also replace drivers’ licences, library cards and other identifiers. A person
must provide his ID card number ‘in all dealings with government’ where
required. Extensive use of the card by the private sector for identity verifica-
tion is also allowed despite the Personal Data (Privacy) Ordinance. Data
matching between government agencies based on the number is extensive but
controlled by the Ordinance. Hong Kong residents normally carry their ID
cards and are accustomed to disclosing their ID number.

In the private sector, Hong Kong did not have a comprehensive
consumer credit reporting system until the late 1990s, when the Hong Kong
Monetary Authority, in the wake of the Asian financial crash, put pressure
on all financial institutions to join the existing credit reporting system.
Since 2003 credit reporting has been allowed not only on credit defaults but
also on the regularity of payments and level of indebtedness of all consumer
creditors, so details of the credit transactions of all Hong Kong consumers
and small businesses are now much more readily available. However, use
of personal information about credit practices is still largely confined
within the credit industry and is not accessible to employers, insurers and
those outside.

Hong Kong has taken a relaxed view of anonymity in transport systems.
The Octopus Card is a pervasive, anonymous, stored-value card which can be
used on most forms of public transport, and users are increasingly able to use
them to purchase goods from vending machines, supermarkets etc, as well as
pay for parking. It stores details of the last 20 transactions. Cards may be
purchased and topped-up for cash anywhere in Hong Kong. It is now possible
to obtain an identified card which can be topped-up automatically from your
bank account whenever the balance on the card falls below a certain limit.
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Identified cards are also being used by employees who seek reimbursement for
fares, but the option of using another anonymous card for other transport
remains. Cash can be paid on all tollways and tunnels in Hong Kong, allow-
ing anonymous travel. This is important because it is impossible to travel by
car from the island to the New Territories without using such facilities. A road
transport system without anonymity options would be a very effective surveil-
lance mechanism in Hong Kong. There is no pervasive surveillance of
people’s movement in Hong Kong.

Anonymous cash purchases of SIM cards for mobile phones (cards contain-
ing a microprocessor chip which enables a telephone number) can be made at
convenience stores, and they can then be used without further identification to
the network, so it seems that anonymous telecommunications are possible in
HK. This contrasts with countries such as Australia where SIM cards can only
be put into use once the network identifies the owner.

Workplace surveillance is extensive in Hong Kong. A survey by the
Privacy Commissioner found 48 per cent of employer respondents engaged
in at least one of five forms of workplace surveillance (CCTV, telephone,
email, web browsing and computer use) and 27 per cent made use of two 
or more types (HKPCO 2005). About a third of all employees surveyed
knew they were subject to some form of workplace surveillance, but only
20 per cent of them had been notified of this by their employers (HKPCO,
2004).

In summary, Hong Kong residents do not experience life as omnipresent or
oppressive surveillance, and their day-to-day experiences are not the same as
people living across the border in the rest of the People’s Republic of China.
Their experience is probably most similar to citizens of a European state
where government agencies have a relatively high degree of basic information
about all citizens though a centralised ID system, but where both public and
private sector bodies keep personal information collected for different
purposes segregated because of privacy laws.

Major Privacy Measures and Institutions

Hong Kong was a British colony until 1997, when sovereign control was
resumed by the People’s Republic of China (PRC), and since then has been a
Special Administrative Region (SAR) of the PRC. Its relatively short history
of privacy protection is shaped by the conditions of that ‘handover’ of sover-
eignty. The colonial administration’s desire to legislate on pre-handover
‘unfinished business’, particularly in relation to protection of civil rights, gave
Hong Kong a data protection law, the Privacy (Personal Data) Ordinance of
1995. Hong Kong is still the only Asian jurisdiction that has a ‘European’ style
Privacy Commissioner.
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The continuation of United Kingdom-influenced common law means that,
as in the UK, there is no common law right of privacy. However, the constitu-
tional settlement between the UK and the PRC resulted in Hong Kong’s ‘mini-
constitution’, the Basic Law (1990) which established constitutional privacy
rights. In 2005 the Courts upheld these constitutional rights of privacy for the
first time and privacy activists forced the government to introduce legislation
controlling telecommunications interception.

KEY DEVELOPMENTS IN PRIVACY PROTECTION

The Constitutional and Political Context

Hong Kong’s privacy protection has a unique constitutional context. Hong
Kong is a Special Administrative Region (SAR) of the People’s Republic of
China (PRC), established under the PRC Constitution. The ‘system’ instituted
in Hong Kong is prescribed in the Basic Law as allowing the exercise of a
‘high degree of autonomy’. This is as promised in the Sino-British Declaration
(1985), the constitutional settlement by which the UK agreed to ‘restore’
sovereignty to the Mainland in 1997, in order to realise Deng Xiaoping’s
concept of ‘one country, two systems’ for Hong Kong (Ghai, 1999, p. 56). The
system involves only limited democracy. The Chief Executive is appointed by
the Central People’s Government. The members of his ‘cabinet’, the Executive
Council, are all appointed by him. Legislation is made by a 60-member
Legislative Council (LegCo), of which half are elected by direct elections
from geographical constituencies and the other half from specified occupa-
tional groups and industries.

The Basic Law gives Hong Kong independent judicial powers, with the
judicial power of ‘final adjudication’ vested in Hong Kong’s Court of Final
Appeal. However, this is subject to an overarching power of interpretation of
the Basic Law vested in the Standing Committee of the National Peoples
Congress of the PRC, which is a political rather than a judicial body. So,
although Hong Kong’s common law legal system is preserved by the Basic
Law, it is ultimately subordinated to the very different legal system of the
PRC insofar as interpretation of the Basic Law is concerned. The Standing
Committee of the NPC has exercised its power of interpretation on three
occasions to date, two of which have been controversial. The constitutional
protection of privacy in HK is, like all the other protections of the Basic
Law, subject to this uncertain process of final interpretation by a political
body.
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Constitutional Protection of Privacy and the Crisis over Surveillance
Laws

Constitutional protection of privacy occurs in three different ways in Hong
Kong. First, the Basic Law (1990) provides for the continued application of
the International Covenant on Civil and Political Rights (ICCPR, 1966), the
broadest international convention protecting human rights. These rights in the
ICCPR and the Basic Law include both a general right of privacy and the right
to protection of the law against ‘unlawful interference with . . . privacy, family,
home or correspondence’. Because Hong Kong is not a party to the First
Optional Protocol to the ICCPR, and China has not ratified it on behalf of
Hong Kong, its residents do not have any direct right of appeal (‘communica-
tion’) concerning breaches of the ICCPR to the UN Human Rights Committee.

Second, the ICCPR provisions have been replicated in local legislation in
Hong Kong’s Bill of Rights Ordinance (BORO, 1991), but its provisions are
subject to amendment or repeal by the Legislative Council (LegCo), unlike
those of the Basic Law. The BORO is binding only on government authorities
and can not be used by individuals to seek protection against actions by busi-
nesses or other private bodies. There are as yet no significant privacy cases
under the BORO.

Third, the Basic Law specifically provides in relation to privacy that ‘The
homes and other premises of Hong Kong residents shall be inviolable’ and that
‘arbitrary or unlawful search of, or intrusion into [such homes and premises]
shall be prohibited’; that ‘The freedom and privacy of communication of Hong
Kong residents shall be protected by law’; and that ‘No department or indi-
vidual may . . . infringe upon the freedom and privacy of communications of
residents except that the relevant authorities may inspect communication in
accordance with legal procedures to meet the needs of public security or of
investigation into criminal offences’. These Basic Law protections cannot be
amended by the local legislature, but can be ‘interpreted’ by the Standing
Committee of the National People’s Congress (NPC) of the People’s Republic
of China.

This third constitutional protection finally became a major public issue in
2005, to the great discomfort of Hong Kong’s administration. The
Telecommunications Ordinance prohibits unauthorised interception of
telecommunications, but also empowered the Chief Executive to authorise
such interception (‘wiretaps’) if he considered that the public interest so
requires. The Administration refused to reveal how often the Chief Executive
used these powers, but in 1999, an unofficial report estimated interception of
more than 100 conversations per day (EPIC HK 2005). There were warnings
even before the handover that these practices were unconstitutional (HKLRC
1996), and LegCo passed a Bill restricting them in 1996. But the
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Administration had since then refused to bring it into force on the grounds that
it would ‘severely hinder’ law enforcement (SCMP 13/8/05). So matters rested
for nearly a decade.

Police surveillance by means other than telecommunications interception
did not require any legal authorisation. This resulted in a court ruling in April
2005 that the use of covert surveillance devices by a law enforcement body
(ICAC, the Independent Commission Against Corruption) was a breach of the
‘privacy of communications’ protection of the Basic Law because its require-
ment for ‘legal procedures’ to sanction their use had not been met (HK District
Court 2005). The government’s response was to issue an ‘Executive Order’
made by the Hong Kong Chief Executive (Executive Order 2005) that
provided for ‘authorisation’ of covert surveillance for law enforcement
purposes by senior officers designated by any government department head.
This resulted in a constitutional crisis when two democratic activists, one a
legislator known popularly as ‘Longhair’, fought and won a court action
through all levels of Hong Kong’s judicial system to establish that both the
2005 Executive Order and the Telecommunications Ordinance provision were
constitutionally invalid. The Courts, in a controversial decision, suspended the
invalidation for six months until September 2006 to allow the Administration
opportunity to pass new and valid legislation. But Longhair’s claims of consti-
tutional invalidity were upheld all the way to the Court of Final Appeal.

In August 2006 LegCo enacted a government-proposed Communications
and Surveillance Ordinance, thus ending the crisis. The Ordinance requires
judicial authorisation of both interception of communications, and the more
intrusive types of other covert surveillance by law enforcement bodies, but
allows the executive to authorise less intrusive forms. A Court of Appeal Judge
has been appointed as Commissioner on Interception of Communications and
Surveillance, required to submit an annual report to LegCo including statistics
of surveillance activities. Where he discovers unauthorised surveillance activ-
ities, the individuals subjected to such surveillance will have to be notified.
Many of the recommendations of the Law Reform Commission, both in 1996
and in its final 2006 Report (HKLRC 2006) were included in the Bill. As a
result, Hong Kong has moved from being a jurisdiction with only nominal
controls over surveillance, to one with a high degree of accountability and
transparency. An activist in the Courts achieved what a decade of law reform
had not.

The surveillance crisis has also shown that constitutional litigation is possi-
ble as a means of privacy protection. In June 2006 two of the 20,000 people in
the ‘data spill’ of complainants against police commenced actions in the High
Court claiming that the Independent Police Complaints Council (IPCC) has
breached their privacy rights under both the Basic Law and ICCPR. One of the
litigants stated that she fears for her life.
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Judicial Protection of Privacy – the Common Law Vacuum

The Basic Law guarantees that Hong Kong remains a common law jurisdic-
tion, and so its Courts are free to adopt principles developed in Courts of other
legal systems of British origin. If the common law protected privacy, consti-
tutional provisions and legislation would not be so important. Hong Kong
courts have not made any significant decisions on this, but it is likely that they
would follow the United Kingdom approach in rejecting any general common
law right of privacy (Wainwright v. Home Office 2003). At the same time it is
possible that Hong Kong’s courts may give greater protection to privacy in
future by expanding the law of breach of confidence, again in line with the
recent UK approach (Campbell v. MGN Ltd 2004).

In August 2006 pictures of ‘Twins’ pop star Gillian Chung Yan-tung, half-
naked while changing her costume, were taken by a hidden camera and
published in Easy Finder magazine. The Hong Kong Law Reform
Commission had recommended legislation for new privacy rights of civil
actions for public disclosure of private facts and intrusions into privacy
(HKLRC 2004a), but the government had ignored the proposals. In the media
furore resulting from the ‘Twins’ photographs, Chief Executive Donald Tsang
promised that the government would use these proposals as the basis for
exploring new measures to guard against press intrusion into privacy (SCMP
30/8/06).

ID Cards, Dumb and Smart

ID cards and uses of personal data associated with them have been essential
parts of Hong Kong life since the end of World War Two. The public appears
to accept them as necessary to deal with illegal immigration and border secu-
rity. Required of all residents over the age of 11, the ID card includes a unique
identification number which must be provided if requested ‘in all dealings
with government’ (Registration of Persons Ordinance (ROPO)). Before the
1995 privacy Ordinance, many private sector organisations had already estab-
lished practices of requiring the card or number, because no law prevented
this. This method of identification was convenient for individuals and business
as well as government, though only government authorities had the means to
check the authenticity of cards or numbers.

In 1997 the Privacy Commissioner issued a Code of Practice on the ID
number (HKPCO 1997), as required by the new privacy Ordinance. The
Code specifies how the Ordinance applies to the ID number, provided it does
not contradict the Ordinance. This one-off opportunity to control the ID card
and number was lost when the Commissioner took the view that ‘roll-back’
was not a viable option, even in the private sector, in the absence of specific
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statutory direction or strong public demand. In his view, the most that the
Code could achieve was to contain its use to existing uses. The Code does not
limit the collection of ID numbers by government agencies, due to the ROPO
requirement to produce. In the public sector, the ID number makes data match-
ing between agencies technically easy because they share a common identifier
for their clients. In the private sector, the Code allows routine collection of ID
numbers wherever reliable identification is necessary to avoid non-trivial
losses. ID numbers may be shared between private sector organisations where
collected for a common purpose, but disclosures for purposes of ‘data match-
ing’ have to satisfy additional rules. Any organisation may use the ID number
as a multi-purpose internal identifier. At present the main limit on expansion
of use of the ID number is the difficulty of collecting them by automated
means whenever a person presents an ID card.

Although the Code is permissive, it is still possible to breach it and the six
Data Protection Principles (referred to below as ‘Principle 1’ etc) underlying
it. The Commissioner receives more complaints about the ID card than
anything else. Unauthorised disclosures (Principle 3), the most common
complaint, were held to occur where a newspaper published a witness state-
ment by a police undercover agent which included his ID number and name;
and when a finance company disclosed to its debt collector a copy of a
debtor’s ID card, and the debt collector put a copy on an envelope sent to the
debtor. Breaches of the security principle (Principle 4) have been found where
a mobile phone service company used the first six digits of its customers’ ID
numbers as their default password; where a radio station let prize-winners see
a list of ID numbers of other prize-winners as evidence that prizes had been
paid; and (not surprisingly) when a bank staffer left a briefcase in a public bus
containing the credit card applications and copies of ID cards of applicants.
Excessive collection (Principle 1) is rarely a source of ID complaints due to
the Code’s liberal acceptance of collection of ID numbers. One excess was to
require ID numbers on a membership card for a gift redemption scheme. These
are the unspectacular events that people complain about.

The ‘roll-out’ of chip-based ‘smart’ ID cards to replace the existing lami-
nated cards will not be complete until at least 2007, so its effects are yet to be
felt. The core problem of the Hong Kong ID system is that its purpose has
never been defined with precision even for the public sector and not at all for
the private sector. It has therefore always been susceptible to expansion of uses
beyond its main purpose of controlling immigration. The smart ID card capi-
talises on this weakness by being multi-functional from the start, but with
expansion of functions intended but undefined. Uses under consideration have
included e-voting, health records and an electronic purse (a facility to store
credit on the card’s chip, for later use with parking meters, vending machines
and so on). One agency with a key role in developing the smart ID card stated
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bluntly that ‘potential use of the chip is large and new possible functions are
emerging all the time’ (ITBB 2001). It has four non-immigration functions
from inception, as it will also constitute the driver’s licence, central library
card, a token to carry a digital signature, and a means of making online change
of address. These four uses are ‘voluntary’ in the limited sense that Hong Kong
residents will still have alternative ways of doing these things. However in
each case the extent of ‘voluntariness’ is significantly qualified because those
ostensibly opting out of these functions will be likely to face disadvantages
(Greenleaf 2002). It is a multi-function smart card from birth.

There are few political safeguards on further expansion of functions. The
chip on the card is technically capable of carrying many more applications and
data. The Legislative Council (LegCo), when it authorised the smart ID card
did not impose significant limits on future expansion of uses. The card (and
chip) can have new data and functions added merely by government regula-
tions which LegCo can disallow but does not have to approve. Most additional
new government uses will not require changes to the card or chip, and can
therefore proceed without any LegCo scrutiny (Greenleaf 2002). If past expe-
rience is a guide, the Privacy Commissioner is unlikely to use the ID Code to
impose significant restrictions on what applications can be included on the
chip or how data can be collected from the chip. Hong Kong is likely over time
to develop an ID system with many different functions.

Origins of the Privacy Ordinance

The most important legislation concerns information privacy. The Personal
Data (Privacy) Ordinance (PDPO, 1995) covers both the public and private
sectors. Its enactment was not prompted by any significant public demands or
major controversy but was led by the then colonial administration, influenced
by local elite opinion. It was a positive and not a reactive process, in contrast
with the anti-discrimination legislation enacted at around the same time which
was seen as the government’s response to an alternative Private Member’s Bill
providing for much more far-reaching legislation.

Significant interest in data protection grew from concerns in the late 1970s
about the potential privacy dangers from emerging computer technologies. The
government established a Working Group in 1983 and by 1988 published volun-
tary OECD-inspired ‘Guidelines’ and accepted the necessity for legislation
(Government of Hong Kong 1988). This acceptance was prompted primarily by
trade concerns that Hong Kong’s position as a financial and commercial centre
could be jeopardised by limits on personal data flows from Europe following the
European privacy Convention (1981) (Government of Hong Kong 1988, pp.
4–5). From 1989 the Hong Kong Law Reform Commission (HKLRC), was given
a very broad reference on privacy protection, and following public consultations
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published recommendations for data protection legislation (HKLRC 1994), the
majority of which were embodied in the 1995 Ordinance (PDPO 1995). The
government continued to stress safeguarding the free-flow of personal data to
Hong Kong in justifying the Ordinance (Suen 1995).

In the last years of the British Administration the Hong Kong government
had a mixed record on initiatives to protect human rights. On the one hand
there was the enactment of the Bill of Rights Ordinance (BORO) in 1991
followed by repeal of repressive laws inconsistent with it. On the other hand,
the government rejected calls for the establishment of a Human Rights
Commission, enacted narrow anti-discrimination legislation, and, stalled
enactment of interception of communications legislation. During these years it
was balancing carefully which human rights-related measures it felt able to
adopt, in light of relations with the Mainland government. The PDPO had an
economic selling point, safeguarding the free-flow of personal information to
Hong Kong. But it was also a human rights-related initiative difficult to char-
acterise as part of a British plot to destabilise Hong Kong in advance of the
‘handover’. This may help explain why the colonial government embraced it
so readily.

Who is Bound by the Ordinance?

The Ordinance is comprehensive, covering ‘data users’ in both public and
private sectors, with very few exceptions compared with data protection legis-
lation in many jurisdictions. There are exemptions from the principles of use
limitation, and of subject access, where this is necessary to protect various
public and social interests such as security, defence, international relations, the
prevention and detection of crime, and the remedying of unlawful conduct.
But these only apply where complying with a Principle would prejudice the
interests concerned.

The media are exempt from most aspects of the Ordinance where personal
data is held for a news activity, until after publication. A person cannot request
access or correction until after a story is published. The Ordinance has had
little enforcement against the media.

The scope of the Ordinance also depends on the meaning of ‘personal data’,
‘data’, and ‘document’. ‘Personal data’ must relate to a living individual (so
the dead have no privacy) who can be identified from the data, and must be in
a form allowing access or processing. An important restrictive judicial inter-
pretation of ‘personal data’ has not yet been followed in other jurisdictions. In
the Eastweek Case (2001) a majority of the Court of Appeal held that where a
person collects data of an unidentified individual with no intention to identify
that individual, this is not collection of personal data and falls outside the
Ordinance. So in that case a newspaper’s photo of a woman to illustrate the
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bad dress sense of Hong Kong women was not collection of ‘personal data’
because the newspaper was not interested in the woman’s identity, even
though her friends and colleagues could identify her.

Information only counts as ‘data’ if it has been held in a document by the
data user at some point, and not merely held in someone’s mind. For example,
where a woman disclosed her personal information to a housing estate office,
and this information was passed on to others, her complaint failed because the
information about her was never written down. The same result is reached in
privacy laws of most other jurisdictions.

Content of the Data Protection Principles

Hong Kong’s six Data Protection Principles are broadly consistent with the
OECD privacy Guidelines (see Chapter 1), as the HK Law Reform
Commission recommended (HKLRC 1994, para 6.2), but are stronger in some
important respects.

Principle 1 limits the collection of personal data to that necessary for a
lawful purpose directly related to a function of the collector. Collection must
be by lawful and fair means. When personal data is collected directly from the
individual concerned, notice must be given of the purpose of collection, conse-
quences of non-provision, the usual recipients of disclosures of the data, and
access and correction rights and procedures. Notice is not required where
personal data is collected from third parties (as it is in some other parts of the
world), or collected by observation of the person.

Principle 2 requires that all practicable steps be taken to ensure accuracy
in relation to personal data, and to erase or not use inaccurate data. It also
requires that it shall not be kept for longer than necessary to fulfil the purpose
for which it is used. This deletion obligation goes beyond the OECD require-
ments.

Principle 3 limits the use or disclosure of personal data to the purposes for
which the data were to be used when they were collected, or a directly related
purpose, unless the subject voluntarily gives express consent to other uses.
Hong Kong therefore takes a narrow view of allowable secondary uses, by
only allowing those that are directly related (narrower than the OECD require-
ment) or with express consent (Australia explicitly allows express or implied
consent). This apparent strictness is mitigated by the Commissioner’s willing-
ness to take a broad view of the primary purpose of collection. For example, a
social worker’s purpose of collection of client data was considered to implic-
itly include compliance with any legal obligation to provide information to a
Court. This use and disclosure limitation accounts for more than half of all
complaints, and almost half of the contraventions found (HKPCO 2005,
figures 5 and 9).
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Principle 4 on security of personal data requires that all practicable steps
be taken to protect personal data against unauthorised or accidental access,
processing, erasure or other use. Security flaws in online billing systems are a
frequent source of complaint, one where the Commissioner seems to have
succeeded in obtaining systemic changes by telephone companies, such as
more secure password requirements.

Principle 5 requires openness by data users in relation to their policies and
practices with respect to personal data. It could be used by the media and
others to investigate the operation of personal data systems but has not been
so used as yet.

Principle 6 provides a right of access to and correction of personal data.
Individuals can also insist that ‘their version’ of events be put on file even if
the data user does not agree to change a record. Hong Kong does not have free-
dom of information legislation in the public sector, so the Ordinance provides
the only legal rights of access to information. A significant addition to the
usual OECD rights is that, where data is corrected, the data user normally has
to advise anyone who has received a copy within the past 12 months of the
correction and reasons for it.

Data export limitations are missing. The text of s. 33 of the Ordinance
restricts the transfer of personal data outside Hong Kong unless conditions
are fulfilled that help ensure privacy protection by the data recipient,
However, this is the only section that the government has not yet brought into
force, so it has no effect as yet. There are a number of likely reasons for this
reluctance. The Hong Kong Privacy Commissioner would be understandably
reluctant to use powers to specify a ‘whitelist’ of countries with legislative
protections substantially similar to those in Hong Kong when the European
Union has been so slow to do so through ‘adequacy’ determinations (Chapter
1 in this volume), and where choice of countries may have significant conse-
quences for Hong Kong’s trade. Secondly, s. 33 applies to data exports to ‘a
place outside Hong Kong’ which includes all other places in mainland China,
where there is (as yet) no similar law. Thirdly, s. 33 is unusually extensive in
scope because where a data user’s principal place of business is Hong Kong,
the restrictions apply even if Hong Kong is not the place from where the data
are transferred. The government’s failure to bring s. 33 into force has allowed
offshore processing of Hong Kong personal data by both foreign and HK-
based companies to continue uncontrolled. Such processing is believed to be
extensive but its full extent is unknown. In 2004 the Commissioner
announced a project to measure offshore processing, but nothing further has
been heard of it (HKPCO 2005). The demands of trade have trumped the
protection of privacy to date.

Given the prominence that the government has given to the need to safe-
guard the free flow of personal data into Hong Kong, it is ironic that this is the
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only section that is not yet in force. This omission significantly compromises
Hong Kong’s claim to ‘adequacy’ of personal data protection in order to avoid
restrictions being imposed by the European Union on the transfer of personal
data from Europe to Hong Kong.

But Hong Kong’s law can apply overseas. Mr X was convicted by a Court
in the People’s Republic of China (PRC) of violating PRC criminal law by
disclosing State secrets, sent via his email account while he was in Hunan
Province China. He was sentenced to ten years’ gaol. Evidence in the case
showed that details of Mr X’s email transactions were disclosed to PRC inves-
tigative authorities by Yahoo! China, a business owned by a foreign company
registered in the PRC but which was owned by a Hong Kong company, Yahoo!
Hong Kong (YHHK). Even though all the information flows and entities were
situated entirely within the PRC, the Hong Kong Ordinance appeared to apply
simply because YHHK was legally able to control the data processing from
Hong Kong. However, the Privacy Commissioner concluded that YHHK, in
relation to this disclosure, lost the control that it was normally able to exert
because Yahoo! China were obliged under PRC to disclose the information
concerned (HKPCO 2007). Nevertheless, the Hong Kong law has the poten-
tial to apply to many transactions occurring outside Hong Kong.

Privacy Commissioner’s Independence and Pro-active Powers

The Privacy Commissioner for Personal Data is an independent statutory
authority appointed by Hong Kong’s Chief Executive for an initial five years
and eligible for re-appointment for five more. There have been three
Commissioners to date. Stephen Lau, a senior private sector computing exec-
utive who was previously the Government’s Data Processing Manager, served
one term (1996–2001). Lawyer Raymond Tang, served to 2005 before being
appointed to another public sector post mid-term and was succeeded by
Roderick Woo, another lawyer and former Law Society Chairman. The
Commissioner’s budget is around HK$40 million per year for 39 staff
(HKPCO 2005). His functions are to supervise and promote compliance with
the Ordinance, examine proposed legislation that may affect privacy, carry out
inspections of personal data systems, and undertake research into technologi-
cal developments such as new methods by which data may be collected or
distributed via the internet.

The Hong Kong Commissioner’s Office is known internationally for its
extensive education programmes in privacy rights and responsibilities, using
privacy-themed activities such as plays in primary schools, poster and photo
competitions, seminars and workshops and an online training tool. They
have also advertised extensively on television and on transport ads, though
budget cuts are forcing scaling-back (HKPCO 2005). Effectiveness of these
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activities is difficult to measure in terms of the extent of compliance or will-
ingness to exercise rights, but should not be discounted. Effectiveness may
be indicated by the relatively high level of awareness of the Privacy
Commissioner’s office shown in user surveys (discussed later). Active
engagement in the international development of privacy policies has also
given his office a more significant role than the size of Hong Kong would
otherwise justify.

The Hong Kong Privacy Commissioner has an abundance of powers which
enable him to influence the level of compliance by means other than complaint
investigations. He uses some of them effectively and others not at all. He has
never exercised his powers to carry out formal inspection of personal data
systems. He can require classes of data users to submit ‘data user returns’ but
has not, so Hong Kong has no register of data users. Instead, his office carries
out what he calls ‘compliance checks’, which involve requesting specific data
users to improve or remedy practices that have come to his notice as poten-
tially contrary to the Ordinance. In 2004–05 his office carried out 95 compli-
ance checks, 87 involving private sector organisations. He has no power to
require ‘privacy impact assessments’ (PIAs) of potentially privacy-invasive
systems before they are built (or authorised by legislation), and the only ones
he is known to have done concerned the ‘smart’ ID card.

The Commissioner’s Enforcement Powers

A telecommunications company was convicted in September 2006 in the
Kowloon City Magistrates’ Court of breaching the direct marketing ‘opt-out’
provisions of the PDPO, and was fined HK$4000. Data users are required to
cease further contact with a person who chooses to opt-out from such contact,
and contraventions are an offence. The complainant had received a telephone
call from the telco promoting its IDD service, had immediately requested the
Company not to contact him again, but received subsequent calls promoting
their broadband service. He complained to the Commissioner and after inves-
tigation, the Company was charged. Such prosecutions, or any financial penal-
ties for breaching privacy, have been very rare events under the Ordinance,
although a financial institution was convicted of a similar offence in 2005. We
will see why they are so rare.

The Commissioner can investigate suspected breaches of Data Protection
Principles, or breaches of other provisions, either on complaint from an indi-
vidual, or on his own initiative. He can enter onto premises and require infor-
mation and documents, but reported complaints show he rarely does so. If he
concludes that a data user has contravened a requirement of the Ordinance and
that the contravention is likely to continue or be repeated, he may serve an
enforcement notice on the data user directing it to take remedial steps.
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He also provides advice on compliance, where no specific complaint is
made, in response to enquiries. In 1998–99, his office received nearly 20,000
enquiries, but by 2004–05 enquiries had decreased steadily to 14,862
(HKPCO 2005a). In contrast, the number of formal complaints per year has
quadrupled from 253 in 1997–98 to 953 in 2004–05, but the current rate of
increase is slight. So enquiries still outweigh complaints 15:1. About 70 per
cent of these complaints are against businesses, 12 per cent against govern-
ment departments and other public bodies and the other 18 per cent against
individuals, with the percentage against the public sector declining slightly in
recent years (based on the 2004–05 figures). These percentages have been
consistent over time. Within the private sector, the most complaints were made
against the finance, telecommunications, property management, insurance,
retail and media industries, in that order. The hard-sell marketing of both
apartments and mobile phone services in Hong Kong helps explain the high
number of finance and telecommunications complaints.

Almost 50 per cent of the 953 complaints in 2004–05 concerned the use or
disclosure of personal data without consent (Principle 3) followed by
complaints about collection (Principle 1), security (Principle 4), direct market-
ing, access or correction (Principle 6) and finally lack of ‘openness’ (Principle
5) which received only six complaints. A third of all complaints were rejected
without investigation because no breach was apparent. Of the two-thirds
investigated, about 80 per cent were resolved within a year, 35 per cent were
found unsubstantiated after initial enquiries, 30 per cent were dealt with
through mediation, 24 per cent withdrawn by the complainant and 6 per cent
dealt with by other authorities.

In the 87 cases resolved by mediation the Privacy Commissioner made
recommendations to the respondents, which we can only assume were
accepted, but we do not know whether the complainants were satisfied. There
is no evidence that apologies, financial compensation or any other remedial
actions were offered by the respondents. The Privacy Commissioner has no
express powers to require or even recommend such remedies.

Only 27 cases or 5 per cent were resolved after formal investigation.
Contraventions of the Principles were found in 18 of these cases, almost half
of which involved use or disclosure without consent and the rest concerned
other Principles in much the same proportions as for the total number of
complaints received. Warning notices were issued in 12 cases (and written
undertakings of compliance given wherever required). Enforcement notices
were issued in the other six to direct them to take remedial actions to prevent
their continued or repeated contraventions. Breach of undertakings or enforce-
ment notices can lead to criminal penalties. So enforcement notices result from
only 0.6 per cent of all complaints received.

‘Naming and shaming’ data users has at least until the most recent
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Commissioner very rarely been used as a sanction. The Commissioner has
powers to issue a public report (under s. 48), in which he can identify the data
user but not the complainant or other individuals. Until 2005, only one such
formal ‘s. 48 report’ had ever been issued, concerning covert video-taping of
a female university student by a male co-student in the early days of the
Ordinance. In 2005, Hongkong Post installed pinhole cameras in the working
areas of the Cheung Sha Wan Post Office, supposedly to detect the theft of
stamps by employees. A local newspaper reported what Hongkong Post was
doing, and the Privacy Commissioner responded with an ‘own motion’ inves-
tigation and issued a formal public report finding that Hongkong Post had
breached the Principles in numerous ways. The potential loss of stamp revenue
was out of proportion to the extent of the surveillance, and thus excessive in
relation to its functions, breaching Principle 1. It was carried out in an unfair
manner since the need for covert surveillance (particularly of unlimited dura-
tion) was not demonstrated, breaching Principle 1. In addition, Hongkong Post
had no privacy policy in place, breaching Principle 5. The Commissioner
issued an enforcement notice to Hongkong Post directing it to immediately
cease the practice, destroy the records, formulate a general privacy policy on
video monitoring activities, and communicate it regularly to staff. The formal
report was accompanied by a press release condemning the practice (HKPCO
2005b, 2005c). Since then the Commissioner has issued two further detailed
‘s. 48 reports’, one concerning the ‘data spill’ by the Independent Policy
Complaints Council, and another concerning Yahoo!’s disclosures on the
Chinese mainland (HKPCO 2006, 2007b). These reports are detailed analyses
of the practices of the organisations involved, and of the application of the
Ordinance. But in all cases so far the identity of the organisation the
complaints was against was already notorious due to press publicity. It remains
to be seen if the Commissioner will use s. 48 to ‘name and shame’ organisa-
tions whose alleged misdeeds were previously unknown.

In contrast with these public reports, the practice of previous
Commissioners was to only publish an average of nine very brief summaries
of complaints with no ‘naming and shaming’, in his Annual Reports and on his
website (HKPCO 2007, website). They are a useful store of examples, and
comparable in their number and detail to those published by other
Commissioners in the region (see Privacy Law Library 2002–), but inadequate
to give a clear idea of his practices.

These questions of publication practice are important because the interpre-
tation of the Ordinance by the Privacy Commissioner’s office is the de facto
law in Hong Kong. Few appeals go to a relatively little-known Administrative
Appeals Board. There is no appeal to the Courts from the Commissioner or the
Board. Few cases go to the Courts as a result of applications for judicial review
of administrative action. As a result, there is little judicial interpretation of the
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Ordinance as yet, and likely to be little in the future. The Commissioner’s lore
is the law, so whatever he publishes about his practices takes on more impor-
tance than might be expected. The Commissioner’s office has published a
detailed statement of its views on the interpretation of the Ordinance after ten
years of its operation (HKPCO 2006).

How Effective are the Remedies?

A breach of one of the Principles is not by itself a criminal offence, but a
breach of any other requirement in the Ordinance, such as contravention of an
enforcement notice, is an offence. So the Commissioner can enforce the
Principles by the threat of criminal sanction implied in an enforcement notice.
The notice may specify steps needed to remedy the contravention. A major
limitation on the effectiveness of enforcement notices is that they may only be
served where the contravention is likely to be continued or repeated by the
data user. So, while valuable to protect other data subjects against continuing
or future contraventions, such notices will not necessarily provide a sufficient
remedy to the complainant. This is particularly so in situations where a breach
is not due to any systematic deficiency in the practices of the data user but has
nevertheless already resulted in damage to the complainant’s reputation, injury
to feelings or financial loss. The police complaints ‘data spill’ illustrates this
weakness: it is not likely that that the Independent Police Complaints Council
will repeat anything resembling the security breach that disclosed 20,000
people’s data. Enforcement notices are an inadequate remedy.

In Hong Kong’s mercantile society, money talks – but not in privacy cases.
The Commissioner has no powers to require payment of compensatory
damages or the giving of apologies by the data user, nor any specific function
of mediating between the parties to reach a mutually satisfactory outcome. The
Commissioner’s office states that it does not mediate but merely leaves nego-
tiations to the parties (Lam 2005). Consistent with this there is almost no
mention of apologies and none of compensation in the Commissioner’s
complaint summaries. Compared with other jurisdictions where
Commissioners have actively sought negotiated compensation (eg Victoria,
Australia) this leaves complainants in a weak position.

Complainants do have a statutory right under the Ordinance to compensa-
tion for damage, including injury to feelings, for a breach of a Data Protection
Principle or other provision of the Ordinance. Complainants are left to their
own resources to start a civil action for compensation in a Hong Kong court.
Such compensation actions have not been pursued by complainants, possibly
because such an action involves many risks. The litigation costs of both parties
may be awarded against them if their claim fails, since the usual rule in Hong
Kong Courts is that ‘the loser pays’. There is no guarantee of anonymity of the
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proceedings. The data user has a full defence if it can show it has taken reason-
able care to avoid the contravention, or if the contravention was because of
inaccurate data received from a third party. Legal aid is difficult to obtain. The
Privacy Commissioner has no power to award damages, nor to assist
complaints in any such litigation in the Courts.

The lack of any compensation paid for breaches of Hong Kong’s data
protection law in nearly ten years of its operation is in stark contrast with
Korea, where compensation is routine when a breach is established. It also
places Hong Kong at odds with the practices in Australia, New Zealand and
Canada, where compensation payments do occur though still as exceptions
rather than the norm. The Privacy Commissioner cannot be blamed for the
lack of compensation cases brought under the Ordinance, nor for his lack of
powers to intervene in such cases. Neither can he be blamed for the lack of any
provision in the Ordinance that gives him or the Administrative Appeals Board
powers to award damages. Nevertheless, equivalent bodies in Australian and
New Zealand jurisdictions have such powers. The Hong Kong system has
failed to deliver protection which is normally found in Asia-Pacific jurisdic-
tions.

A failure to comply with an enforcement notice, or other provision of the
Ordinance, is an offence, but there have been only a handful of successful
prosecutions for breaches. Until the recent telemarketing prosecutions, it
appears that Commissioners have chosen to shy away from this power of
enforcement.

Legitimating and Expanding Credit Reporting

As in other countries, a key source of erosion in privacy protection in the
private sector has to do with credit reporting. But in Hong Kong it is a strange
tale of a government pushing reluctant participants into an expanding credit
reporting regime with the assistance of the Privacy Commissioner. Prior to
1998, consumer reporting in Hong Kong was relatively undeveloped
compared to, say, the USA or the UK.

It did not have the participation of all the major credit providers, including
the largest retail bank. It was also limited to ‘negative’ credit data and credit
reporting , involving only the reporting of credit defaults and lost credit cards,
and so only affecting those people who have had ‘credit problems’. In contrast,
‘positive’ credit reporting refers to the continuing periodic exchange of
‘payment performance’ information (details of periodic payments due and
when paid and balances outstanding on accounts) about all credit-holders,
whether or not they have ever been in default.

In 1998 Privacy Commissioner Lau issued a Code of Practice on Consumer
Credit Data (HKPCO 1998) which restricted the credit data that could be
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shared via a consumer credit reference agency to ‘negative’ credit data, with
an exception in relation to ‘positive’ data on leasing and hire-purchase trans-
actions. This reflected the general practice of Hong Kong’s major credit
reporting bureau (CIS, an industry-owned cooperative) at the time. But the
Hong Kong Monetary Authority (HKMA) considered the lack of a ‘fully-
fledged’ credit reference agency with full participation by all ‘Authorised
Institutions’ (that is banks, restricted licence banks and deposit-taking compa-
nies) as a weakness in Hong Kong’s financial infrastructure (HKMA 1998).
HKMA used the existence of the Code to counter objections from non-partic-
ipating institutions based on confidentiality concerns, and issued a recom-
mendation encouraging them to participate in a credit reference agency under
the Code (HKMA 1998). Within a year of the Code, one of the big three
American consumer credit reference companies, Transunion, acquired a
majority shareholding in CIS in a move that was welcomed by the HKMA
(Carse 1999), and is now Hong Kong’s sole provider of consumer credit
reports. HKMA’s pressure on Authorised Institutions to participate in the shar-
ing of credit data later became a requirement under statutory guidelines that
they participate in both a consumer credit reference agency and one covering
small and medium-sized enterprises (HKMA 2005, IC-6 and IC-7).

The Code was then amended by Privacy Commissioner Tang in 2002 and
2003, with HKMA support (2004), so that it permitted general sharing of
‘positive’ credit data that had not previously been allowed (HKPCO 2003,
Schedule 2). This was a quantum leap in the scope of data shared, and will
over time result in information relating to nearly every adult in Hong Kong
being shared through CIS, instead of the relatively small minority monitored
by CIS under ‘negative’ reporting. Instead of achieving its original 1998
objective of limiting and regulating the sharing of credit data relating to indi-
viduals between lending institutions, the Code of Practice has perversely
resulted in far more pervasive and privacy-intrusive sharing of such data. This
has resulted from the Code being leveraged by the HKMA, initially to achieve
industry-wide participation, and then to facilitate the introduction of a ‘posi-
tive data’ consumer credit reference service. The Privacy Commissioner’s role
in the first development seems to have been unwitting, his role in the second
intentional.

Effectiveness of the Office of Privacy Commissioner

In 2005, the Privacy Commissioner responded to a criticism often made of such
Commissioners that he was a ‘toothless tiger’ with a lengthy defence (HKPCO
2005a), concluding that he ‘does not play the role of a tiger and does not want
to be regarded as a tiger. On the contrary, the PCO intends to establish a better
social culture through complaint handling, provision of information, issuance
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of codes of practice, and conduct of public education and promotional activi-
ties.’ The Hong Kong Privacy Commissioner has invested more serious
resources than most others in encouraging compliance, but the overall effec-
tiveness of his Office is still open to question.

On the negative side, the Privacy Commissioner’s lack of remedial powers
to benefit complainants – or to refer cases to another body for such remedies
– leave him bereft of administrative tools found elsewhere, and leaves indi-
vidual complainants uncompensated. Respondents breaching the Ordinance
have been let off from even the sanction of ‘name and shame’ by the Privacy
Commissioner’s failure to use formal public reports about complaints until
recently. Evidence of Privacy Commissioners’ having a major effect on public
policy in favour of privacy is hard to find. The office contributed little of
substance to the latter stages of the debate on the ‘smart’ ID card, though the
first Commissioner did push successfully for the Privacy Impact Assessments
of that scheme. The Commissioner’s role in developing Codes of Conduct on
the ID card number and other personal identifiers and credit reporting has been
to legitimate or expand questionable privacy practices, more than to protect
privacy.

On the positive side, there is no doubt that the Commissioner’s educational
and other compliance-inducing activities have meshed well with the adminis-
trative and business cultures of Hong Kong, and that most organisations now
observe basic privacy rules far more than a decade ago. The office is also
effective in convincing respondents to comply with the Ordinance once
complaints come to it. We should also remember that the Privacy
Commissioner has had to battle largely alone to establish privacy as a public
value. There have been few civil liberties NGOs on the Commissioner’s side,
balanced against well-established business organisations and government
agencies pursuing vested interests in surveillance. It is a reasonable record, but
one that could be improved.

ROLE OF PUBLIC OPINION

Public Protest

Hong Kong has lacked any major public confrontations over privacy issues.
More minor public confrontations do occasionally erupt, such as over
proposed introduction of electronic road pricing in the early 1980s. Another
occurred in Lan Kwai Fong, one of the most crowded areas of downtown
Hong Kong, a dense mix of bars, restaurants and shops. In 2002 the Police
announced plans for blanket CCTV surveillance to assist in crowd manage-
ment and crime prevention. ‘The cameras would be linked to a police station
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and footage would be held for three months. The plan was supported by the
local business association, but not by many local businesses who felt the
surveillance might affect people’s willingness to come to the area.
Lawmakers and human rights groups also opposed the plan, as an invasion of
privacy’ (EPIC HK 2004). This opposition, plus public comment in newspa-
pers and criticisms by legislators resulted in abandonment of the proposal. At
issue was ‘the apparent lack of regulation of the use of CCTV cameras, the
retention and use of videotaped records and the potential intrusion upon
privacy in places to which the public have largely unrestricted access’
(HKPCO 2004).

On issues such as the privacy impact of the ‘smart’ ID card and the intro-
duction of ‘positive’ credit reporting, where strong public opposition would be
expected in many other countries, there has been little public challenge to the
approach advocated by government and business elites. When the smart ID
card was being debated in 2001–02, there was no domestic NGO opposition,
no press analysis or even letters to the editor, no significant critical input from
the Privacy Commissioner, and no serious LegCo opposition. In submissions
to the Legislative Council, the only opposition to the multi-function nature of
the card and its expansion came from a visiting academic (Greenleaf 2002),
plus a critique of other aspects of the bill from one local academic (Lee 2002).
The new multi-purpose ‘smart’ ID card and information system is arguably
more privacy-invasive than systems which caused massive protest and ulti-
mate rejection in Australia and South Korea, and similar in many respects to
the proposals which are causing great controversy in the UK and again in
Australia. Residents of Hong Kong have become inured to a multi-use ID card
system and appear wholly de-sensitised to concerns about the privacy impact
of ID cards. These would be major privacy issues elsewhere.

But Hong Kongers are not inherently acquiescent when they perceive
infringements of civil liberties. In June 2003, only a couple of months after the
ID legislation was passed, an estimated half a million people from a popula-
tion of 6 million took to the streets to protest against attempts by the govern-
ment to introduce a ‘security’ law. The government claimed that Hong Kong’s
Basic Law required it to introduce this law, which many saw as threatening
freedom of speech and association. The government was forced to abandon the
law. No such dramatic events have yet been triggered by privacy concerns.

Public Opinion

While it is clear that public activism in relation to privacy has usually been
low, the assessment of public attitudes toward privacy as a value is a different
question. Hong Kong residents have continued over seven years to rate
privacy as one of the three social issues of most concern to them. Nearly 70
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per cent of respondents were aware of the Privacy Commissioner from media
sources, with over 40 per cent aware through the PCO’s publicity program
(HKPCO 2004b).

Data users also have a generally positive attitude toward privacy protection.
These surveys show that 97 per cent of government organisations had the
legislatively required written Privacy Policy Statements and Personal
Information Collection Statements, but only 46 per cent did in the private
sector. Between 80 per cent and 90 per cent of respondents considered that
compliance was beneficial to their organisation in various ways, from public
image to improved record keeping. Compliance was least likely from small
organisations.

Elite Opinions and Activism

A contributing factor toward the lack of public engagement in privacy issues
– and perhaps also a reflection of it – has been the absence until 2006 of an
organised civil libertarian constituency interested in privacy issues in Hong
Kong. While Hong Kong has some NGOs involved in promoting human
rights, privacy has had virtually no voice. This is paradoxical, because Hong
Kong has had for the last decade as high a concentration of experts on privacy
law and policy as could be found in any comparably sized jurisdiction in the
world. Professors of law and sociology at the University of Hong Kong,
members of the bar (including former senior staffers of the Privacy
Commissioner’s office), judges, and professional staff of the Law Reform
Commission comprise this body of expertise. They have created a wealth of
erudition and experience which has resulted in the Law Reform Commission’s
series of reports on privacy issues which is the equal of any in the world
(HKLRC 1994, 1996, 2004, 2004a, 2006), and a high quality body of acade-
mic and professional literature (Berthold and Wacks 1997, 2002; Wacks 1980,
1989, 2000; McLeish 2000).

But other than providing the impetus for the enactment of the Ordinance,
and maintaining high standards in the Law Reform Commission’s recommen-
dations, this concentration of expertise has had little effect on legislative
change or on creating an activist privacy culture. This is changing. In 2006
steps were taken to form a privacy NGO in Hong Kong, with leading roles
taken by ex-members of the Law Reform Commission’s Privacy Committee,
and it is now taking an active role in public debate on privacy.

Assessment of elite attitudes and activism must now include the extraordi-
nary role of the maverick legislator ‘Long Hair’ (Leung Kwok-hung) and his
activist colleague Koo Sze Liu who have together, with support from the legal
profession, successfully challenged the whole police and security apparatus,
government and constitutional structure of the SAR in the 2005–06 surveillance
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cases. They are a stellar example of the difference that individuals can make
in privacy activism.

LOCAL CULTURE AND TRADITIONS VS.
INTERNATIONAL INFLUENCES

International Influences

It is pointless to argue whether the impetus on the colonial administration to
enact the PDPO prior to the handover was domestic in origin, or reflected
concerns derived from abroad. It was sui generis. The content of the
Ordinance clearly reflected both the OECD Guidelines and the EU Directive,
but not as any direct pressure from abroad. Instead it reflected a government
aim for long-term protection of the trading position of Hong Kong, the desire
of the departing colonial administration to leave Hong Kong with civil rights
protected by law, and an elite concern to be in keeping with international best
practice. The constitutional protections found in the Basic Law (and the
BORO) are of course a direct reflection of the International Covenant on Civil
and Political Rights. Some judges in the wiretapping cases have used the
privacy jurisprudence of the European Court of Human Rights.

Post-handover, there have been no significant external influences on the
shape of Hong Kong’s privacy laws. The Privacy Commissioner’s Office was
a significant participant in the development of the APEC Privacy Framework
(APEC 2004), the non-binding set of principles developed by the Asia-Pacific
Economic Cooperation (Greenleaf 2006) but there is no reason to expect that
the Framework will have any effect on Hong Kong laws. The next significant
test of outside influences on Hong Kong’s privacy laws will come when the
European Commission assesses the ‘adequacy’ of Hong Kong’s privacy laws
for the purpose of authorising personal data exports from Europe to Hong
Kong. It is likely that Hong Kong’s laws (constitutional, common law and the
Ordinance) will be regarded as ‘adequate’ in most respects, but areas of doubt
remain. The EU investigation, when it occurs, may prompt the Hong Kong
government to bring the data export restriction into force. This would be a
significant decision, given Hong Kong’s steadily increasing rate of outsourc-
ing of personal data processing (HKPCO 2004), both to mainland China and
to other Asian countries.

Local Cultures and Traditions

The formal structure of Hong Kong’s law relevant to privacy has little that is
distinctive of Chinese culture: the common law and the drafting of the
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Ordinance are little different from what they would be in the UK. The effect
of PRC ‘interpretation’, coming from the very different legal tradition of the
People’s Republic, is yet to be felt on any privacy issues.

The administration of the Ordinance may be another matter. Neither the
first nor the second Privacy Commissioner (Lau and Tang) showed a willing-
ness to take up public causes that would have placed them in direct conflict
with the government or private sector interests. The third Commissioner
(Woo) has come into more conflict with government authorities over data
leaks revealed by the media. It might be tempting to say that the avoidance of
public confrontation is consistent with a Chinese cultural emphasis on main-
taining ‘face’, but Privacy Commissioners in many jurisdictions have taken
much the same approach and have gone out of their way to avoid identifying
or otherwise embarrassing agencies and companies found to have breached
privacy laws.

The British civil service tradition is often considered to be compatible with
Chinese Confucian traditions of administration, which is not surprising since
it is partly based on them. Hong Kong is the jurisdiction more than any other
where these two traditions merge. The relatively high quality and non-corrupt
administration in Hong Kong reflects this merger. Hong Kong agencies gener-
ally attempt to observe any legal protections of privacy, at least provided that
they are spelled out in ways which can be implemented and do not require too
much interpretation of the ‘spirit’ of the legislation. As a result, educational
campaigns aimed at agencies are likely to fall on receptive ears, and their
effectiveness should not be discounted even if difficult to measure. While
Hong Kong companies operate in one of the world’s more laissez faire
economies, it is an economy very strongly influenced by notions of the rule of
law, observance of contracts, and impartial administration of legislative regu-
lations, even though they are often minimal. There is also a strong cultural
imperative not to suffer the embarrassment of being caught in breach of the
law. Hong Kong businesses are therefore also likely to be relatively observant
of privacy legislation and receptive to educational campaigns concerning its
implementation.

Some practices pass unnoticed in Hong Kong which would cause opposi-
tion elsewhere. The long history of using an ID card to control immigration
has resulted in an acceptance of practices which would be controversial else-
where, such as the requirement to carry the card and random checking of some
classes of people. Lurid media photos and stories of non-celebrity ‘domestic’
troubles and misfortunes are commonplace in the lower end of the local press,
whereas in some other societies these are restricted to celebrities and other
public figures (HKLRC 2004).

Some aspects of the Hong Kong experience in protecting privacy do there-
fore reflect local cultures and traditions, both British and Chinese. But these
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appear more as influences on implementation (often positive), and seem less
important than Hong Kong’s adoption of global standards of privacy protec-
tion.

WINNERS AND LOSERS

Over the last decade the people of Hong Kong have benefited from some
privacy victories. They received a handover ‘gift’ of a mini-constitution in the
form of the Basic Law that offers significant openings for authentic privacy
protection. Its obligations on the government to protect privacy were the main
cause of the 2006 Ordinance regulating surveillance. Another handover
present was a data protection Ordinance which is of a similar standard to many
overseas laws though like them it has many limitations. A generally law-
abiding administration and private sector, coupled with a relatively well-
resourced Privacy Commissioner’s Office has resulted in a society which
observes minimum privacy standards far more than would have been the case
a decade ago. This all adds up to a modest set of wins for citizens and
consumers.

As far as anyone can tell in the absence of published statistics, there has not
been a drastic expansion of surveillance in the government sector, either
before or after the 1997 handover. But data matching between government
agencies has expanded very significantly, with little critical input from the
public or (as far as is known) the Privacy Commissioner. The failure of the
Privacy Commissioner to limit the uses of the ID card in 1997, or of the legis-
lature (LegCo) to prevent its expansion in 2002–03 spells a long-term loss of
privacy for everyone in Hong Kong. The Hong Kong government could use
the ID card to abuse privacy, if it chose to do so.

In the private sector, consumers have had wins and losses. Extensive
reporting on consumers in the fields of credit, insurance, employment, and so
on, had not developed in Hong Kong prior to the PDPO in the mid-90s. As a
result, the PDPO’s restrictions on the use or disclosure of personal information
for purposes other than that for which it was collected have been largely effec-
tive to keep personal information within industry sectors. This contrasts
favourably with practices in other jurisdictions such as the USA and UK. In
other domains, the right to opt out of most direct marketing now exists; there
is little surveillance of transport systems; and anonymous telecommunications
are still allowed.

On the other hand, the Commissioner’s successive revisions of the
consumer credit reporting Code of Practice will result in the building up of
much more extensive record-keeping on all consumers. ID numbers and
copies of ID cards are still routinely required in many situations, ranging from

254 Global privacy protection



visiting an apartment building to entering a competition at Hong Kong
Disneyland. The Commissioner is unlikely to limit such practices.

The media continue to be big winners, with the Ordinance exercising little
control over their activities. There is great reluctance on all parties to interfere
with the press in the absence of fully democratic political institutions. Vigilant
media provide some counter for the democratic deficit. But unjustifiable
media intrusion is widespread (HKLRC 2004). The Hong Kong Law Reform
Commission’s proposal for the establishment of a statutory Press Commission
is unlikely to reach the political or legislative agenda, but after the ‘Twins’
incident the government is at least promising to examine the HKLRC’s
proposals to limit privacy intrusions by the media.

PROSPECTS FOR THE FUTURE

In most respects Hong Kong has uncertainties about the future of privacy typi-
cal of other economically advanced countries with mature privacy laws.
Predominant future influences on privacy are likely to be the international
development of government and business practices and the ways in which
privacy laws adapt to them.

But there is one big difference. An assessment of the future of privacy in
Hong Kong must end with the implications of the relationship between Hong
Kong and China. Hong Kong is a liberal society (with a deeply rooted tradi-
tion of freedom of speech, freedom of association etc) but it is not a democ-
racy. The extent to which it will develop into a democracy, and the path it will
take, are uncertain. It is part of the People’s Republic of China (PRC), which
is certainly not a democracy but a one-party state, and not a liberal society
despite increasing liberalisation in some respects. It is not a country in which
there is yet much legal protection for privacy and is one where the surveillance
activities of the state are extensive (EPIC 2005, China Country Report).

Hong Kong at present poses the question of whether privacy or its protec-
tion can flourish in the long term in a jurisdiction which is at best quasi-demo-
cratic. There are no extant examples elsewhere. The future development of
Hong Kong democracy within the framework of ‘one country, two systems’
will be crucial. Will Beijing be drawn into internal issues of privacy protection
in Hong Kong through the constitutional role of mainland institutions to ‘inter-
pret’ the privacy protections in the Basic Law, and if so with what result? This
did not occur in relation to the 2006 surveillance Ordinance, and it may be that
both governments are keen to avoid this.

Will the PRC develop its own information privacy laws? Will they be influ-
enced by the Hong Kong model as the only jurisdiction with such laws within
its borders? China has played an active role in the development of the APEC
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Privacy Framework (REF International Chapter), and detailed discussions and
drafting are underway within the Chinese government for development of a
data protection law. PRC privacy legislation would be beneficial for Hong
Kong in reducing its difference from the mainland (as will any changes toward
democracy on the mainland). But such legislation may also bring with it some
countervailing pressure for consistency with mainland laws.

Much outsourcing of processing of personal information for Hong Kong
companies takes place on the Mainland. Will Hong Kong be able to bring into
force the data export restrictions which are in the text of the Ordinance with-
out disrupting its cross-border economic relationships? Of course, if the PRC
does adopt its own data protection law, particularly for its private sector, this
should ease such difficulties. The effect of an ‘adequacy’ assessment by the
EU is also likely to be significant here. Will it take a hard line on this defi-
ciency in Hong Kong’s law?

Beijing will always cast a long shadow over Hong Kong’s affairs. In an area
such as privacy, which is a sensitive one for both state security and the econ-
omy, the working out of the relationship is likely to be a difficult and lengthy
one. Nevertheless, while the people of Hong Kong are accustomed to a reason-
ably high degree of bureaucratic and business monitoring of their affairs, the
2003 security law protests and the 2006 surveillance challenges in the courts
indicate that they will not surrender their privacy lightly.

256 Global privacy protection



Conclusion

James B. Rule

‘All politics is local’, goes the familiar wisdom among American politicos.
The chapters of this book often seem to support this adage where the politics
of privacy are concerned. In the seven countries depicted here – as in many
others – the emergence and evolution of privacy as a public issue has often
been idiosyncratic, to say the least. In some cases, it has turned on events and
episodes that one cannot imagine happening anywhere else.

True, one can identify an archetypal state of mind underlying all demands
for privacy protection. This is the gut-level indignation that flares on learning
that outside interests have gained access to, or use of, what we consider ‘our
own’ information. Regardless of whether the outsiders are the police, the tax
authorities, credit reporters or direct marketers, this core reaction goes, ‘how
did they get my information?’ And, ‘what gives them the right to act on this
private data, without my permission?’

Yet we have seen that very different situations – very different juxtaposi-
tions of individual lives and institutional demands – trigger such reactions in
different countries. Forms and uses of personal data that would fan the fires of
public protest in one country meet with routine acquiescence elsewhere.
Institutions whose efforts to acquire and use personal data are accepted with-
out note in one setting spark bitter controversy in other national settings. And
these differing ‘flash points’ leave their marks on privacy regimes prevailing
in each country, long after the critical moments in public opinion have passed.

Revelation of the exact chemistry triggering privacy demands in any partic-
ular country often comes as a surprise, even to privacy-watchers on the scene.
The classic case is the virtual tsunami of public indignation in Australia in 1988
over government proposals to introduce ‘the Australia Card’, a mandatory
national ID document. As Graham Greenleaf notes in Chapter 5, even
Australian privacy advocates at that time (including himself) felt that prospects
for resisting this measure were close to nil. But to general astonishment, the
activists’ dogged efforts to convey their anxieties about the project to the media
sparked a broadly-based protest movement that preoccupied Australian media
for months. That astonishing bit of spontaneous combustion rattled the Labor
government and paved the way for creation of laws and institutions whose
workings are fundamental to Australia’s privacy landscape today.
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Other countries, we have seen, have their own versions of Australia’s story,
typically involving quite different ‘triggers’. In the United States, the coun-
try’s most vivid ‘privacy moment’ – the point at which public attention and
anxiety were most dramatically focused on institutional treatment of personal
data – was undoubtedly the Watergate period leading up to the resignation of
President Richard Nixon under threat of impeachment. One thing that partic-
ularly galvanized public opinion in that heady episode was disclosure of White
House efforts to delve into federally-held record systems in order to harass
Nixon’s political enemies. Coming at a moment of maximum public distrust
of government power, that perception fed grass-roots demand that ‘something
must be done’ to protect privacy. One result, as Priscilla Regan notes in
Chapter 2, was the Privacy Act of 1974, still the most comprehensive federal
privacy legislation in the United States.

Other countries, other triggers. In Germany, as Wolfgang Kilian points out,
an unexpected flare-up of public indignation against the 1983 census tapped
the same latent privacy instincts. Ordinary Germans facing comprehensive
census inquiries simply could not believe that their government really needed
(or perhaps, deserved) to know such things as the educational level of house-
hold members and their preferred leisure activities. This ‘privacy moment’ left
its mark in a critical decision by the Federal Constitutional Court, as Kilian
explains, upholding each citizen’s right of ‘informational self-determination’.
This doctrine has formed the basis for subsequent privacy-friendly court deci-
sions.

In France, the birth of privacy as a public issue dates from an influential
feature story in the prestigious Le Monde. The account detailed government
plans to link personal data from a variety of government agencies, using social
security numbers as informational hooks. The acronym for the project was
SAFARI, and Le Monde titled its account ‘The Hunt for the French’.
Widespread public anxiety about the plan caused the government to withdraw
it, as Andre Vitalis shows, and led directly to legislation in 1978 creating the
CNIL – today regarded as one of the world’s more successful privacy protec-
tion agencies.

In South Korea, as Chapter 7 explains, the political chemistry of the issue
has been different still. True, identity cards have been a source of controversy,
as in Australia and elsewhere. But the country’s most distinctive privacy
moment came in the widespread public opposition to NEIS, the scheme to
centralize information on pupils’ school performance from throughout the
country. As Whon-Il Park points out, not only teachers but also broad swaths
of public opinion objected to the prospect that information on pupils’ ‘acade-
mic records, medical history, counseling notes and family background’ might
be available to those with access to the systems’ servers. These objections ulti-
mately prevailed – at least to the extent that government planners significantly
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curtailed the extent of data to be centralized. Stories like this demonstrate that
South Koreans do not regard privacy concerns simply as European imports.

Hungary’s key privacy moment came with the collapse of the Soviet bloc
and the institution of that country’s Third Republic in 1989. One immediate
manifestation, as Ivan Szekely explains, was ‘Duna-gate’, the public contro-
versy over domestic spying carried out by that country’s security services
before, and for a time after, its democratic turn. Another privacy controversy
emerging in the same period focused on the national system of ID numbering
– seen as a manifestation of police state surveillance, and abolished in a
Constitutional Court ruling in 1991. These developments set the stage for the
laws and institutions that have since defined Hungary’s relatively strong
approach to privacy protection.

But not all countries show sequences like these in the emergence of privacy
as a public issue. Often privacy codes and institutions come into existence not
from the push of popular demand, so much as through quiet action by policy-
making elites. At some point, in other words, policy-makers look around at
their global counterparts and conclude that such measures are somehow ‘the
thing to do’.

Among our cases, Hong Kong most closely fits this pattern – though one
could make similar observations on adoption of privacy codes in Canada, the
UK, Japan and many other countries. In Hong Kong, according to McLeish
and Greenleaf, the British colonial authorities went to some lengths to create
privacy codes in the last years before reversion of control to Beijing in 1997.
Local democracy has continued to support and nurture the resulting laws and
institutions since then. Chapter 8 shows how successive privacy commission-
ers have waged effective behind-the-scenes campaigns on behalf of privacy
interests, without relying on anything resembling populist support for their
issue.

A major political impetus to elite support of privacy codes – in Hong Kong,
as elsewhere – is purely commercial. Frictionless exchange of personal infor-
mation across international boundaries is clearly profitable in today’s global
economy – whereas inability to exchange such data can spoke the wheels of
many business interests. As Chapter 1 points out, the European Union’s rela-
tively strong Privacy Directive of 1995 itself reflected desire to forestall
privacy barriers to commerce within Europe. Similarly, the prohibition in that
Directive against export of personal data to countries lacking ‘adequate’
privacy standards of their own has had a bracing effect on privacy protection
abroad. One imagines that business and political elites in Hong Kong had no
enthusiasm whatsoever for the possibility that their companies might be
excluded from profitable data-management contracts with European compa-
nies, in the absence of ‘adequate’ protection.

Other countries also provide bountiful evidence of such sensitivities.
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Canada, for example, appears to have fashioned its private-sector privacy law
with an eye to achieving ‘adequacy’ by EU standards – and thereby fore-
stalling trade disputes like the controversy that later nearly triggered a trade
war between the USA and the EU over export of Europeans’ personal data to
America. Even authoritarian Singapore has recently sought to develop non-
enforceable privacy standards for industry, with an eye to keeping its commer-
cial ties to Europe unimpeded.

*

But once adopted, privacy codes must address a predictable array of questions.
Regardless of what circuitous route a country takes to membership in the
global ‘privacy club’, that membership focuses policy-makers’ attention on
certain recurrent points of tension between individuals and institutions seek-
ing their data.

By now, most readers will find these points familiar. Governments, for
example, almost always want more information about their people in their
efforts to enforce taxation. Social security schemes and other welfare-state
programs generate their own demands for personal data on the life-situations
and eligibility of would-be recipients of such benefits – demands often made
in concert with taxation efforts. Policing, counter-espionage and anti-terror
efforts lead to collection and use of vast data stores on those believed involved
in such activities – and often non-suspects who might simply be sources of
information on those who are. Vehicle registration and driver licensing require
extensive record-keeping enterprises in every prosperous country. Data on
their people’s use of telecommunications, whether via state-owned companies
or private ones, tempt every government. And the very movements and iden-
tities of citizens and residents are invariably matters of intense state interest –
interests that governments increasingly seek to satisfy through reliance on
universal, government-issued ID cards.

For private institutions, the foci of institutional demand for personal data
are no less predictable. Direct advertising and marketing interests amass vast
amounts of personal data, in their efforts to direct their (normally unwelcome)
appeals to just the recipients most susceptible to them. Banking, retail trade
and medical care access inevitably generate archives of personal data of inter-
est to a variety of public and private institutions. The marketing of credit and
insurance are no less intensive in their demands for personal data. Records of
the financial affairs of would-be credit users, and of the personal situations and
insurance claims histories of those seeking insurance, make the difference
between profit and loss in these industries. Similar observations could be made
for demands on personal data in employment, rental housing, and medical care
delivery.
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Any of these occasions for claims on personal data may be highly salient to
public opinion in one country, and not at all in the next. But regardless of
national context, any and all of these junctures demand coverage in any
privacy code that any country may adopt. As policy-makers in any country
look around for models, they confront principles that invite application to
forms of personal information not necessarily anticipated at the outset.

THE VISION OF PRIVACY-WATCHERS

Of course, conviction on the need for such codes is not universal. In all the
countries covered in this book – indeed, in any democracy with vigorous
public debate on the matter – some observers remain nonchalant in the face of
rising institutional tracking of private individuals. For these commentators,
such developments hold no particularly worrisome portends. Instead, the story
goes, such monitoring simply represents an inevitable and ultimately harmless
feature of a world where major institutions ‘need’ personal information, if they
are to deliver performances and services that nearly everyone ultimately
expects. Anyone sincerely determined to resist such changes, in this view,
should adopt a way of life that involves no use of government services, no
convenient consumer credit, and no use of telephone or internet.

Privacy-watchers, of course, take a less relaxed view. True, they are apt to
agree, many of these personal data systems have their origins in the most banal
administrative routines of state or private organizations. But the potential
effects of such systems, they would insist, are not dictated by the attitudes
leading to their creation. Regardless of anyone’s intent in creating systems for
tracking and recording individuals’ affairs, those systems change something
fundamental about the quality of civic life. They shift the balance of advantage
in relations between large institutions and ordinary people, accumulating
power in the hands of those gaining access to personal data. Resisting unnec-
essary concentration of personal data in institutional hands thus represents no
more than prudent concern to preserve vital autonomy of private realms of
action. Like concern for freedom of expression or limitation of police powers
to imprison and interrogate, efforts to protect privacy reflect prudent concern
for balance between institutional and individual prerogatives.

To such anxieties, critics often respond with remarks to the effect, ‘Show
us the bodies!’. If privacy abuses are really so serious, in other words, where
are the examples of specific injuries to specific parties that they promote?

But here privacy-watchers do, in fact, have stories to tell. One of the earli-
est accounts of personal-data-systems-turned-destructive comes from the
Netherlands during the Second World War. The Nazi occupiers found detailed
population records compiled by Dutch authorities – records that happened to
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cite the religious identifications of each resident. Frantic efforts ensued to keep
as much of this material out of Nazi hands as possible; in the words of Frits
Hondius, an eye-witness who later became a data-protection specialist,

Attacks by resistance fighters against population record offices were heroic feats to
save people, as was the precision air raid carried out on 11 April 1944 by the 63rd
RAF Squadron . . . as a result of which 250,000 personal records were destroyed.
The author vividly remembers this spectacular act of ‘international data protection’.
(Hondius 1975, p. 87)

Obviously the records at issue in this astounding drama were compiled for the
most routine bureaucratic purposes; absent the unexpected shift in political
winds, they would presumably have remained instruments of enlightened state
administration. But for privacy-watchers, the lesson is profound: no one can
justly claim to foresee the political directions that will govern the uses of any
stored personal information into the indefinite future.

Closer to home for Americans are examples of this country’s well-docu-
mented abuses of personal data compiled by government agencies. These
include the notorious activities of the FBI in hounding domestic dissenters
during its COINTELPRO operations of the 1950s and Richard Nixon’s efforts
to use federally-held data to attack his political enemies. The Bush adminis-
tration’s so-called ‘War on Terror’ could well be fostering further such abuses
at the time of this writing.

Collective memory of such repressive uses of personal information seem to
go a long way toward solidifying public support for privacy codes. Wolfgang
Kilian points to awareness of Nazi-era repression as a potent source of support
in German public opinion for that country’s relatively strong privacy codes.
Similarly, reaction against repression in the immediate past strengthened
popular enthusiasm for privacy measures in both South Korea and Hungary,
according to Ivan Szekely and Whon-Il Park. The unfortunate corollary here
may be that countries without severe experience of government repression –
‘a political context . . . of unbroken “normality’’ ’ as Graham Greenleaf
describes Australia – may be more complaisant about the growth of personal
monitoring.

Such complaisance, or its absence, may also shape the public definition of
the ‘needs’ of institutions for personal data – the catch-all notion invoked by
privacy-skeptics to justify virtually any and all privacy-eroding demands.
Such ‘needs’ are by no means simply imaginary. Strategists for nearly every
institution involved in large-scale collection and use of personal data can plau-
sibly identify points where their organizations could do better by knowing
more. Taxation authorities could identify and collect more revenue, with
access to more and finer detail of taxpayers’ lives. Credit grantors could
extend credit more intelligently – and more profitably – if they had access to
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more information about consumers’ ‘private’ financial lives. And certainly
law-enforcement and anti-terror organizations are convinced – and not with-
out reason – that knowing more about the lives of populations they deal with
would help them identify and track suspects who require their attention.

The question is, will such ‘needs’ be taken as the last word in the disposi-
tion of information on people?

Privacy protection as a public issue begins, one might say, with the will-
ingness of publics and law-makers to distinguish between ‘legitimate’ institu-
tional needs for personal data, and others. So long as any data that might be
useful to institutions are permissible for them to collect and use, there is no
rationale for limits on their activities. But privacy protection begins when
policy-makers accept the premise that lines have to be drawn – lines between
legitimate claims of organizations, and those of individuals seeking some
modicum of control over ‘their’ data. In short, when it is acknowledged that
not all institutional ‘needs’ for personal data can be satisfied, if privacy is to
hold its own.

Thus assessment of the ‘needs’ of organizations for personal data must
never simply be regarded as readings of some objective reality – like the
height of Mount Everest or the core capacity of a computer. Instead, defini-
tions of such needs are inevitably social and political phenomena. How much
state security agencies ‘need’ to know about ordinary citizens’ telephone or
email connections is a matter for determination through some form of collec-
tive deliberation – through public soul-searching in which different ideas of
the public good are entertained and weighed against one another. ‘Privacy
moments’, as described above, are points in public life where such weighing
occurs. By the early twenty-first century, virtually every democracy has expe-
rienced such moments, in either their dramatic or their low-key form.

PRIVACY CODES: THE GLOBAL CONSENSUS

Obviously these national efforts to define the just demands of privacy have not
gone ahead in isolation. As Lee Bygrave’s chapter demonstrates, a rough but
clearly discernible global consensus has emerged over at least four decades
that specifies what most privacy-watchers would bracket as privacy-friendly
fair information practices. As that consensus has taken shape, both new and
old members of the world’s ‘privacy club’ have striven to adjust at least the
public face of their privacy codes to accord with its themes.

By now, the essential tenets are familiar to all readers. The consensus prin-
ciples demand openness in personal data systems, such that those depicted in
them may see information recorded about themselves and, where warranted,
correct those data or challenge their use; they require legality in operation of
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the systems; they seek to establish responsibility of the data-keepers for
following legal and procedural guidelines, normally through appointment of a
figure specifically charged with such responsibility; they require that data held
not be excessive in relation to the stated purposes of the systems; they
proscribe release or sharing of data held in files without the consent of the
individual; and they foresee creation of national-level public offices charged
with monitoring and enforcing individuals’ interests in treatment of ‘their’
data.

Some observers consider this rough global consensus a distinguished and
definitive accomplishment. Some even hold that, with it, all serious questions
of principle in the institutional treatment of personal data have been resolved.

Readers of this work know better.
For one thing, embrace of these principles is hardly complete, even among

the world’s ‘advanced’ democracies. The conspicuous outlier is of course the
United States. This country has never developed broad privacy rights applying
to data held in the private sector. The result is that medical records, consumer
credit information, bank account archives and other categories of personal data
are governed by a patchwork of different codes – and many areas of life are
subject to private-sector data-gathering with virtually no legal constraint. As
Priscilla Regan’s chapter shows, anti-privacy interests managed in 1974 to
block creation of a national privacy commission or commissioner. This depar-
ture from global trends, among others, has led privacy-watchers around the
world to bracket America as having the weakest privacy protections of any
advanced democracy.

More recently, in the negotiations culminating in the ‘Safe Harbor’ agree-
ment, the United States stonewalled efforts of the European Union to establish
what the Europeans define as ‘adequate’ levels of protection. With no national
office-holder to act as spokesperson for privacy concerns, the United States
shows little sign of drawing closer to global consensus practices.

But even where national privacy codes enshrine the global consensus as
their guiding inspiration, those principles leave profound questions of practice
unanswered.

For one thing, the consensus principles have been widely interpreted not
to apply to the state’s coercive or investigative institutions – the police,
counter-terrorist operations, or similar branches of the state apparatus. Most
privacy-watchers would probably agree that such agencies need to operate in
a degree of secrecy, in certain of their activities, and for certain periods. But
this is hardly to say that no restraints should apply to such organizations, in
the interests of privacy. Yet privacy codes, as these chapters show, have not
made much inroad on the largely free hands of these bodies to collect
personal data. Often, as in the United States, such protections as exist derive
from constitutional guarantees pre-dating information privacy law as such.
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Germany stands as a partial exception here; as Wolfgang Kilian points out in
Chapter 3 its courts have extended some of this country’s privacy principles
even to these activities.

Another question that remains unanswered – unacknowledged, in fact – in
consensus fair information practices is more subtle, and perhaps even more
profound. This is the matter of when systems of monitoring and recording
human affairs ought to exist in the first place. The consensus principles, one
might say, provide rules of the road to guide the workings of personal data
systems, mediating the claims and interests of data-keepers and individuals.
But they do not tell us whether we need to make the trip at all. What institu-
tions or interests should have the right to record and draw upon facts on
people’s lives? When should people have the right to expect to go about their
affairs anonymously? Should any and all personal information that is ‘public’
– that is, openly disclosed at one point, like the outcomes of court proceedings
– be available for incorporation in institutional data systems? Should legal
mandate be necessary to create such systems? If so, by what principles should
that mandate be allocated? These are hardly unimportant questions; any
response to them has sweeping impact on the form and extent of privacy
prevailing in everyday life.

Thus for privacy codes, as so often in application of broad principle to prac-
tice, the devil flourishes in the details. The consensus principles admit of such
vast variation in application as to be compatible with radically different
privacy regimes.

Consider the realm of consumer credit information – that is, the data on
ordinary citizens’ financial status and past history of credit use sought as bases
for assessing their desirability as credit customers. In principle, the range of
such information is all but unlimited. Banks, retailers and credit card compa-
nies would find it advantageous to know virtually all there is to know about
prospective customers’ financial situation, family and residential status, past
dealings with creditors and the like. The privacy interests of consumers, by
contrast, lie in leaving it as much as possible in their own discretion as to how
much or how little such data to disclose to prospective creditors.

This is why commercial interests predictably seek what Graham Greenleaf
refers to in Chapter 5 as ‘positive reporting’. This up-beat term was coined by
industry to refer to their unlimited access to consumers’ accounts with banks
and other creditors. Under positive reporting, the consumer can do nothing to
stop retailers and financial institutions from routinely funneling details of his
or her current accounts to credit reporting agencies. The resulting compilations
of personal data, in this privacy-unfriendly system, in turn govern the
consumer’s access to all sorts of further financial and consumer relationships.
In the United States, this system is now so finely tuned that rising levels of
debt in one credit account – as reported by credit agencies – trigger rises in the
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interest rates charged to the consumer in other credit accounts – even in the
absence of delinquency in any account. The virtues of ‘positive reporting’ as a
means of enhancing profitability in the credit industry are obvious. From a
privacy standpoint, the system obviously constitutes a disaster area.

But ‘positive reporting’ is not universal in countries with privacy codes.
Australia simply proscribed it in 1990, as Graham Greenleaf points out; as a
result, holders of consumer account data may report on delinquent accounts
and applications for new accounts, but not data from existing accounts in good
standing. Practice in France is even more privacy-friendly: only data on delin-
quent accounts are centralized. Thus it remains at the discretion of French
credit applicants to bring their other credit relationships to the attention of
prospective new credit grantors – or to keep such information to themselves.

In the United States, Canada and Britain, by contrast, the informational
advantage lies with the credit industry. There any application for credit
requires that the consumer give ‘consent’ to reporting on the use of the
accounts he or she is seeking to open, into the indefinite future. As Wolfgang
Kilian points out in Chapter 3, much the same system prevails in Germany,
where applicants for accounts with banks, credit-grantors, and even public
utilities must ‘consent’ to have their use of these accounts shared with the
SCHUFA, that country’s central credit reporting exchange.

Note that all these countries apply some form of privacy code – based more
or less directly on the consensus fair information practices – to credit report-
ing. In addition, the UK, Germany and France are all part of the European
Union; hence their privacy laws supposedly represent ‘transpositions’ of the
EU Privacy Directive of 1995.

Thus in all these cases, consumers have rights of access to their files and
related due process rights. Yet the level of privacy accorded ordinary
consumers in these countries in their dealings with prospective credit grantors
varies vastly. The consensus principles simply do not specify how much
personal data financial institutions are legally able to appropriate.

This example also points to another far-reaching question left unresolved in
the consensus principles – the meaning of ‘consent’. It is of course basic to the
consensus fair information practices that consent be required for institutional
use of personal information, except where such use is legally mandated. But
when do the conditions under which people ‘consent’ to use of their informa-
tion become so overbearing as to deprive the term of all meaning? Here the
consensus principles provide no guidance.

Thus Germany, like other countries with ‘positive’ credit reporting, requires
consumers’ ‘consent’ before communicating with the SCHUFA on the appli-
cant’s credit history. But refusal of such consent will inevitably spell denial of
a bank account, credit accounts, or even access to public utilities like phone or
electrical service. Without a bank account, in Germany, employment is all but
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impossible, as employers are required to pay employees electronically via
such accounts. The ‘consent’ forms that one signs for credit in other countries
pose the same issues. If failure to consent to sharing of one’s data comes at the
cost of renouncing what most people would consider trappings of any normal
life, what sense can be ascribed to notions of consent?

Or, consider some other basic precepts of the consensus principles – indi-
viduals’ right to be informed of the existence and uses of information on them-
selves; to access such information and, if necessary, correct it or challenge
uses made of it. The role of such rights as instruments of privacy protection is
obvious, and hard to fault. But not all measures ostensibly aimed at achieving
these things are equally privacy-friendly. Some seem intended to leave the
individual as baffled as possible.

Consider the ‘privacy notices’ required of organizations holding personal
data by recent legislation in the United States. Credit card companies, banks,
accountants and other private-sector institutions now have the obligation to
inform those whose data they hold of uses likely to be made of such informa-
tion. The apparent intent of the legislation was to enable consumers to choose
to deal with businesses that were more respectful of their privacy. But busi-
nesses have responded by composing privacy statements so dense and detailed
that no normal consumer can understand them – much less rely on them as
bases for deciding which companies are taking best care of their data. The
companies’ vague acknowledgements that they share personal data with ‘affil-
iates’ or ‘companies with whom we have joint marketing agreements’ give no
practical guidance as to what steps any consumer could take to protect himself
or herself.

Not many policies for access and awareness are this bad, but many fall far
short of providing individuals with meaningful options for altering their
actions in the interests of privacy. For one thing, notices of the existence and
role of personal data systems often do not seem to be accessible to individ-
uals in any convenient way. In Germany, Wolfgang Kilian notes, consumers
do not seem to understand either the workings of two key private-sector
repositories of personal data – the SCHUFA, a credit-reporting monopoly,
and the ‘Bonus System’, providing small rebates to consumers for multiple
purchases – nor the repercussions of these workings on consumers’ interests.
Such ignorance obviously makes grass-roots demand for change in their
operations unlikely.

In the United States, credit reporting is one form of personal record-keep-
ing that few consumers can ignore. Most Americans probably realize that their
reliance on credit is constantly tracked and reflected in their ever-changing,
three-digit credit ratings. Accordingly, it is widely understood that one has the
right to view one’s credit file and to challenge its contents – though credit
reporting companies do everything in their power to encourage people to pay
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for these services, when in fact the law requires that they be made available
free of charge.

But when they spot errors in their files, American consumers find that the
law leaves it mostly at the discretion of credit reporting agencies as to whether
to act on such complaints. In the absence of any privacy commissioner or other
official mediator, the burden of convincing the holders of data that their files
are in error lies with the consumer. If the reporting agency does not agree, its
only obligation is to allow the aggrieved party to enter his or her own brief
statement of extenuating circumstances on the record. The only alternative for
the consumer is to file suit against the credit reporting company – a recourse
much too costly for most to contemplate.

Countries with privacy commissions and commissioners often seek to fore-
stall such dilemmas for the individual by creating systems of mediation of
complaints over use and misuse of personal information. Here, too, the preced-
ing chapters have revealed a broad spectrum of privacy-friendliness in the
workings of such mediation. Not all countries have the resources to mediate
all the cases brought to them – nor are all mediation programs equally force-
ful as forces for change in privacy practice.

Australia’s privacy commissions, as Graham Greenleaf notes, provide
extensive mediation of individual complaints, though in a pattern where satis-
faction most often seems to go to the institutional party. A particular cause of
concern, in Greenleaf’s view, is the fact that the results of mediation typically
do not go down on any sort of record – and thus generate no equivalent of a
common law tradition of precedent in personal data practice. France’s CNIL,
as Andre Vitalis shows, does serious mediation in many of the cases brought
to its attention, and goes out of its way to publish the results.

Perhaps the strongest mediation institutions among those reported here are
South Korea’s. As Whon-Il Park reports, that country’s Personal Information
Dispute Mediation Committee (PIDMC) is supported by financial penalties
levied against privacy abuses. The Committee seems to have no difficulty
finding in favor of complainants, and the penalties levied as a result can be
significant. The contrast to practice in the United States, which leaves those
aggrieved with treatment of their data reliant on their own initiative to correct
abuses, could hardly be more dramatic.

*

It would be easy to multiply examples like these. Even among countries offi-
cially subscribing to the full range of consensus fair information practices,
variation in privacy-friendliness of specific systems is vast. The consensus
principles represent the beginnings of national privacy debates, then, rather
than their resolution.
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Yet in another sense, examples of national variation in privacy-friendliness
of everyday practice also warrant a more up-beat conclusion. That is that
privacy codes matter – often quite sweepingly. The control available to indi-
viduals over their own information stands to be vastly strengthened or under-
mined by crucial legislation and court decisions. Or to put the matter
differently: neither technology nor any other impersonal force solely deter-
mines what personal data will be appropriated, and what will remain under
individual control. Law and policy can and do intervene at crucial junctures to
preclude some crucial forms of personal information use, and to facilitate
others.

We have seen what sweeping differences such national codes make in terms
of consumer credit information. The privacy that Australians and French can
expect in treatment of their credit accounts differs as night and day from that
available to Germans, Americans and (of late) Hong Kong residents.

Virtually as far-reaching are differences in what privacy-watchers some-
times call ‘secondary use’ of personal data – that is, commercialization of
information on customers and others held in periodicals’ subscription lists,
charitable organizations’ data-bases, retailers’ customer files, and the like. In
the United States, bastion of the free market in personal data management,
virtually any personal information disclosed to any commercial or non-profit
entity – even charities – is subject to sale, trade and ultimate exploitation as a
basis for direct advertising and other appeals. In Europe, any such release
requires permission from the individual. Other countries – including Australia,
as Graham Greenleaf points out – impose restrictions more like Europe’s. The
resulting difference in background noise of unwanted, but often highly person-
alized advertising, is dramatic.

Thus we are hardly wasting our time by tracking differences in national
practice. Battles gained and lost between privacy advocates and their adver-
saries set patterns with the most far-reaching implications for national privacy
regimes. The battles may be public and flamboyant, or they may be muted and
behind-the-scenes. But their outcomes matter profoundly in shaping what
things we can keep to ourselves, and what we are bound to disclose.

TOWARD STRONG PRIVACY

Have these discussions pointed to any single institution or precept as a guar-
antor of strong results in protection of personal information? Probably any
such conclusion would be too sweeping – if only because it is hard to imagine
institutions or precepts as having force independent of the climates of politi-
cal culture and public opinion from which they spring.

Yet it is hard to see how any defense of privacy in the public arena can fail
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to benefit from the existence of a privacy commissioner – or some office
charged with responsibility for public advocacy of privacy values. Had such
an office existed in the United States, as originally contemplated in the legis-
lation that became this country’s Privacy Act of 1974, privacy forces would
almost certainly have had stronger grounds in many public battles. It would
surely have been much harder for the United States to adopt the privacy-
unfriendly stance it took in confrontation leading to the Safe Harbor debacle,
for example, had there been a serious privacy advocate within the Clinton
administration.

Similarly, at the time of this writing, Americans are reacting to rejection by
federal courts of a privacy-related lawsuit by the American Civil Liberties
Union. The suit sought details of an acknowledged program of government
wiretapping of ordinary citizens’ telephone communications without court
order. Though the White House has acknowledged ordering these sweeps, no
rationale has ever been provided as to why established procedures for court
orders were bypassed. The ACLU suit has been denied – it may yet be
appealed – on the grounds that the complainants were not parties to the
dispute. But in another political and institutional world, an independent
privacy commissioner would ipso facto have legal standing to challenge such
apparently illegal use of personal data.

To be sure, not all privacy commissioners around the world enjoy the free-
dom of action that would make such a challenge to executive power possible.
Nearly all privacy-watchers would identify the executive branch as the key
source of pressure on privacy in any country. As Whon-Il Park shows, South
Korea’s privacy-protection responsibilities are largely in the hands of the
Administration Ministry in the public sector and the Ministry of Information
and Communication in the private sector. South Korean privacy activists
accordingly complain, he notes, that as part of the governing administration
these bodies are not in strong positions to challenge government policy.

France, Hungary and Germany, by contrast, have privacy commissions and
commissioners that are relatively independent of short-term executive branch
pressures. In Hungary, as Ivan Szekely reports, the privacy commissioner is one
of several ombudsmen appointed by and answering to Parliament. The term of
his or her office can be renewed by Parliament, but not shortened. In France, the
CNIL actually lies outside the normal institutional structure of government,
neither part of the legislature, the executive or the judiciary. Its members are
elected from a number of legislative, executive and judicial bodies, and are not
subject to recall. In Germany, as Wolfgang Kilian notes, the Federal Data
Protection Commissioner is a high-level civil servant, elected by two-thirds
majority of the federal Parliament, and not subject to removal by the executive.

Yet the chapters have also made it clear that no privacy commission or
commissioner is ultimately beyond the reach of public opinion, or of political
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forces more generally. Or to put it more positively: every privacy commis-
sioner must remain attuned to the level of public support of the values he or
she seeks to defend.

Robin McLeish and Graham Greenleaf report a public spat in Hong Kong
that has had many parallels around the world. Critics in 2005 characterized the
city-state’s Privacy Commissioner as a ‘toothless tiger’. The Commissioner
diplomatically replied that he ‘does not play the role of a tiger and does not
wish to be regarded as a tiger’, the authors note; instead, he aimed at better
public information on privacy and its protection, better handling of privacy
complaints and the like. Thus he deftly deflected an issue that virtually all
other privacy commissioners are bound to confront. Where pressure to appro-
priate personal information is rampant, and sensitivities to privacy concerns
unevenly distributed at best throughout the public, any privacy commissioner
will face demands to join struggles that he or she may consider unwinnable.
At best, privacy commissioners must choose their battles with some care.

And they do not always prevail, in the battles that they do choose. Around the
world in recent years, privacy commissioners have inveighed against the expan-
sion of government claims for retention of and access to telecommunications
data – expansion always sought in the name of pursuing terrorists. A particular
concern has been extended retention of ‘connection data’ showing patterns of
telephone and email contact – a cherished source of information not only for
terrorism investigations, but also for many other investigative purposes. But
privacy commissioners’ complaints have not sufficed to prevent rule changes
affording longer and longer-term archiving of such telecommunications data,
‘just in case’ the information might later come to interest investigators.

No privacy commissioner can sail indefinitely against political headwinds.
Some of these figures have terms that outlast the terms of those who appoint
them. But none of them lasts forever. Forceful decisions made during a given
commissioner’s term are subject to reversal later on. Privacy codes rarely have
the strength of constitutional guarantees. And even privacy guarantees held to
exist in constitutional law, as in the United States, are subject to privacy-
unfriendly interpretations – always a possibility in authoritarian political
climates. At best, strong privacy commissioners can force attention to, and
respect for, privacy codes that would otherwise be ignored. But they cannot
ultimately prevent changes in those codes – as the struggle over retention of
telecommunications data illustrates.

*

Recall the ‘privacy moments’ cited at the beginning of this section – periods
at which public attention focused sufficiently on treatment of people’s
personal information that legislators and other policy-makers felt compelled to
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act. The moments often proved to be formative points in formulation of each
country’s privacy code. But none of the preceding chapters has suggested that
such salience of privacy concerns is a regular staple of any country’s political
culture – in the sense, for example, that concern over taxes or foreign policy
are apt to be ever-present themes in political life. As Priscilla Regan points out
most explicitly in the case of the United States, the privacy issue rises and falls
on the radar screen of public attention, often experiencing long periods of
latency between moments when political action in its favor is possible.

In most of the national stories told here, the country’s key privacy moments
came well in the past. A number of the authors have commented on this,
usually rather nervously, where it has appeared that privacy concern appears
to be waning. Graham Greenleaf notes how Australians, 20 years after their
successful revolt against a national ID card, seem to be acquiescing to some-
thing very similar under a different name. Andre Vitalis reports that the CNIL
has lost the veto power that it once had over privacy-related legislation.
Wolfgang Kilian notes with disquiet the willingness of Germans to dissemi-
nate their personal data in reality TV shows – a development he seems to
attribute to a generational weakening in privacy sensitivities, with the passing
of post-war privacy consciousness. Ivan Szekely seems to detect that privacy
sentiments in Hungarian public opinion, relatively strong just after the
collapse of Soviet influence, seem to be attenuating in response to present-day
Hungary’s market economy.

To be sure, these observations are selective and anecdotal. But what does
seem clear is that none of our authors, with the possible exception of Whon-Il
Park in his reports on South Korea, reports ‘privacy moments’ in public opin-
ion in the immediate past. The implication is that privacy institutions – the
privacy commissions, and the laws that they enforce – may be living on the
capital of public concern that dates to an increasingly distant past.

In any event, privacy-watchers debate among themselves whether the
apparent attenuation of privacy concern in global public opinion represents an
enduring, secular trend. An alternate interpretation is that it is mainly the
youngest generation of computer users who have grown de-sensitized to
providing their data to any and all would-be users – and that those now in their
teens, 20s and early 30s will gradually come to regard such demands with
more suspicion. The alternative is that the pervasiveness of such demands, and
the seductions of succumbing to them, will effect life-long acquiescence to
such practices.

This would be bad news for privacy interests. The last decade seems to
have generated more than its share of what one might call ‘anti-privacy
moments’ – moods in public opinion characterized by willingness to let more
and more personal data slip out of individual control. The shock of mass
terrorism in Europe and North America have been one impetus to such moods,
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though hardly the only one. What the last ten years do not seem to have
yielded is more moments like Watergate in the United States or the revolt
against excessive Census demands in Germany – dramas that sharpen the
public’s immune reactions against privacy invasion, and consolidate the insti-
tutions and practices built upon such reactions.

Of course, all this could change. The United States faces at the time of this
writing what is likely to be an agonizing national reckoning over the failures
of its invasion of Iraq, and the domestic excesses of its so-called War on
Terrorism. Public indignation could well rise in this country, as it did during
Watergate, with eventual discoveries of privacy abuses almost certainly
carried out under the Bush administration. Such sentiments could in turn fuel
demands for stronger privacy institutions in this country – perhaps even
including creation of a privacy commission and commissioner. Similar
revivals of privacy sentiments are imaginable in other countries, as well.

But such possibilities are matters of speculation. In the absence of further
privacy moments, privacy concerns are bound to remain a minority phenome-
non in public opinion in most democracies. And this will continue to pose
problems for defense of the values embodied in privacy codes – all of which
ultimately require support in public opinion.

LOOKING AHEAD

Let us imagine how the dynamics of privacy as a public issue might unfold in
future decades. What are the best hopes that privacy advocates can reasonably
entertain? And what do we most have to fear?

I want to suggest that any response to these questions must take into consid-
eration two quite different forms of variation in social and political life.

One is variation in the broader climate of public sensitivity and political
receptiveness to privacy concerns just discussed. The most we can say for sure
is that every country appears subject to fluctuations in national sentiment
between authoritarian and liberal poles. Historians of the United States, for
example, have long identified the period after the First World War and the anti-
communist obsessions of the 1950s as relatively illiberal periods – periods, not
incidentally, when government data-gathering powers over individuals were
abused. The period from the mid-1960s to the late 1970s, by contrast, appear
in American history as relatively anti-authoritarian and supportive of civil
liberties – and also favorable to privacy interests. Similar alternations could
easily be demonstrated in the lives of many other nations.

Some observers take comfort in the cyclical character of these patterns.
Even if liberal values like privacy protection go into eclipse for certain peri-
ods, they might observe, such losses are not irreversible. Public support for
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protection of individual rights vis à vis institutional prerogatives eventually
reassert themselves. Thus even if privacy guarantees are bent and bypassed in
periods of anxiety over terror, the reasoning goes, public reaction against
authoritarian excesses will in the long run redress the losses.

But this soothing interpretation misses something crucial – another trend in
the evolving social role of personal information that is not so much fluctuat-
ing as uni-directional. This is the secular trend toward ever closer monitoring
of individuals’ lives – for purposes ranging from the most banal administrative
ones to those of political repression. As the chapters of this book have attested,
both government and private-sector institutions constantly find new ways to
track and record new moments of ordinary people’s everyday lives. One impe-
tus to these trends is obviously technological innovation. But no less impor-
tant is the sheer ingenuity of managers and planners in turning technological
possibilities into effective, and profitable, routines for turning personal infor-
mation into bases for deciding how to treat people. Data-mining, analysis of
consumption patterns, tracking of travelers’ movements, and countless other
routines continue to enhance the grip of government and private institutions on
the lives of those they deal with.

To be sure, such innovations take somewhat different forms and move at
different rates in different countries. In some countries, at some points, they are
blocked by privacy-related concerns – as in the case of consumer credit data in
Australia and France. But it appears rare for the trend to go in reverse – that is,
for established compilations of personal information to be liquidated. Thus the
sheer amount of personal data ‘at risk’ of misappropriation and abuse seems to
grow without limit. And rollbacks in the growth of such systems – that is, cases
where effective means for collecting, organizing and using personal information
to support major institutional decision-making efforts are actually dismantled,
after operating successfully – appear extremely rare. Thus it is hard to believe
that the uses of personal data instated in the name of the so-called ‘War on
Terror’ will be dispensed with, even if threats of terrorism actually subside.

The capacities of these systems to shape people’s lives – for better, but also
for worse – inevitably raise the stakes for privacy concerns. Like the Dutch
population records that proved so dangerous when the German occupiers
turned them to destructive purposes, their negative potentials may be far from
the minds of those who compile them. But privacy-watchers must always
ponder the worst-case scenarios in these matters. The more personal informa-
tion is stored and available, the larger is the scope for destruction, should
repressive intent gain the upper hand.

Thus privacy-watchers face a severe challenge, if they view their work in
the long historical perspective. The best way of forestalling disastrous misuses
of personal data appears to lie not in creating safeguards for its lawful use – so
much as in avoiding its accumulation in the first place.
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Charting strategy to this end is not easy. Even the most zealous privacy
defenders will acknowledge the need for some personal data systems – includ-
ing even some that will hardly be welcome to those tracked by them. Dealing
with persons suspected, or convicted of serious crimes or terrorist acts will
always require hard-headed surveillance measures. By the same token,
consumers judged responsible for systematic refusal to pay legitimate obliga-
tions, or those who make insurance claims for identical losses over extended
periods, warrant some systematic monitoring. It is impossible to imagine a
world worth living in that categorically avoids forceful surveillance.

What privacy advocates can do is to urge new ground rules for public
consideration of such systems. Too often, as the preceding chapters have
shown, the criteria for creating new systems of personal data-management
have been purely ones of institutional efficiency. If personal data are available
for collection, and if use of such data promises to be cost-effective for an
established institution – if these conditions are met, no further justification for
extending the coverage of individuals’ lives appears necessary.

Privacy advocates should insist that the burden of justification be reversed.
Systems for institutional recording and monitoring people’s lives should never
be undertaken without compelling, positive justification – and not simply in
terms of the efficiency of the institutions involved. The steady growth and
interlocking of such systems should be regarded as a dangerous thing in itself.
The threshold requirement for their creation should be ‘opt in’, rather than
simply ‘opting out’ from those that appear particularly noxious.

When such systems are held necessary, the same rigorous justification
needs to apply to their operations. Without compelling need, no single item of
personal information should be retained. The fact that personal data collected
for one purpose might someday be useful for another, for example, should
never be held to suffice for their indefinite retention. Without meaningful
consent from the individual, institutional archiving of any personal informa-
tion has to be regarded as an infringement on the rights of that individual.

Critics will be quick to point out that these ideas are not new; indeed they
have been themes of many privacy codes since the earliest debates on these
subjects. But the fact that the ideas are familiar can hardly be grounds for
discounting them – particularly if they have rarely been conscientiously
applied. In fact, there are no principles of privacy protection that promise good
results, in the absence of forceful public support. In fact, if these chapters
demonstrate anything, it is that there are no such principles. Only good prac-
tices backed by active public concern can provide hope of countervailing
against the endless erosion of privacy.

Let us hope that this work has contributed to such informed concern.
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