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To Meg, Mark, and Eric

I’ll teach you differences
—King Lear I, iv.
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Foreword

by Jared Taylor

I first became aware of Michael Levin in 1988 when I read his book,
Feminism and Freedom. It is a marvelous demonstration by a professor
of philosophy doing what philosophers are supposed to do: apply the
tools of rigorous thought to important and even controversial questions.
I was so impressed by the quietly relentless way Prof. Levin
demolished fashionable feminist arguments that, for the first time in
my life, I wrote a fan letter to an author.

I got a reply—typed by hand, as letters were in those days. It was so
pleasant and informative that I saved it. On rereading it now, I am
struck by this passage:

“I’ve toyed with the idea of a second edition. As you shrewdly
surmised, the whole experience of writing F&F has been an extremely
unpleasant one—made bearable by letters such as yours—and I’m not
sure I want to devote more of my life to such a thankless task as
criticizing feminism.”

In fact, over the years, Prof. Levin has devoted a great deal of his life
to the thankless task of criticizing not just feminism but other
fashionable ideologies with equally shrill and powerful defenders. Prof.
Levin is one of the very, very few people in America willing to write
unpalatable truths without regard for the consequences. Those
consequences have generally been, as he described the experience of
writing F&F, unpleasant.

Prof. Levin had established himself early as an iconoclast. His 1984
article in The Monist, “Why Homosexuality is Abnormal,” was already



in his characteristically uncompromising style. But if the consequences
of criticizing feminists and homosexuals were unpleasant, they were
nothing compared to what was to follow.

In 1988, Prof. Levin and his wife—also a Ph.D. in philosophy—
wrote a joint letter to the New York Times in reply to an editorial. They
argued that New York store owners were justified in what was later to
be called “racial profiling,” that is to say, in refusing to open their
doors to young blacks they were afraid might rob them. The Levins
pointed out the Times’s inconsistency in worrying that some innocent
blacks might suffer from this precaution when they were unconcerned
that innocent whites might suffer from racial preferences—which the
Times supported.

“Anti-racist” activists circulated the letter at City University of New
York where Prof. Levin teaches, and picketed his classes. They were so
menacing the university assigned him a bodyguard. After a few weeks,
the picketers got bored and went away, but calm did not return for long.
The Australian magazine Quadrant had asked Prof. Levin for an
assessment of American education, and he described a number of its
deficiencies. One observation, however, provoked outrage back in New
York: “... there is now quite solid evidence that ... the average black is
significantly less intelligent than the average white.”

The uproar was immense. It did not matter that Prof. Levin’s
students of all races pronounced him scrupulously fair; or that in
philosophy lectures he never talked about race. Demonstrators
disrupted his classes and physically prevented him from speaking in
public. The faculty senate called a meeting for which they did not give
him enough notice to attend, and convicted him, in absentia, of
“racism.” For a time, he was forbidden to teach introductory
philosophy. Once, when he went to his office he found the door covered
with swastikas and the message, “You F***ing Jew.” A New York City



editorial writer wrote that he was “a horse’s ass.”

Perhaps most disturbing, City University’s then-president Bernard
Harleson, who is black, made every possible effort to break Prof.
Levin’s tenure. Americans are supposed to treasure freedom of speech,
and universities are supposed to foster debate, but Prof. Levin had to
hire a lawyer to keep from being gagged and fired. It was tenure that
saved him. If Prof. Levin had been a junior faculty member he would
almost certainly have lost his job.

Perhaps it was this experience of the hysteria the subject provokes
that inspired Prof. Levin to write a full-scale treatment of the race/IQ
question. The result was Why Race Matters: Race Differences and
What They Mean, which appeared in 1997. The book was immediately
acclaimed as rigorous and exhaustive. Prof. Levin expertly presented
what was by then a huge body of data, but what most set his work apart
from that of other scholars were the last three words of the book’s
subtitle: “what they mean.”

Scientists and psychologists generally present their findings without
much commentary, but philosophers are trained to follow an argument
wherever it leads. Prof. Levin not only presented the evidence for
significant population differences in such important characteristics as
intelligence, criminality, and even morality, but explained what they
mean for society.

For some readers, the impact of the book was almost physical. Joe
Bradley of Southern California wrote: “Read this book, and I promise
you that you will never think the same about race ever again. For me, it
was like a left hook, jarring me out of my lifelong coma on the
subject.”

Jack Judson of Downers Grove, Illinois, described the book this way:
“Prof. Levin literally teaches you how to think better and to apply
philosophical concepts to practical issues like race. As I read through



chapter after chapter, I continually had the ‘aha’ feeling of finally
understanding something that was all too familiar but that my previous
conceptual scheme had forced me to misunderstand.”

I share this admiration for Prof. Levin’s work, and in my own case,
admiration led to friendship. It has been my privilege to become well
acquainted with Prof. Levin and also to meet his wife Meg (one of the
first things he ever told me was that he gets his best ideas from Meg).

Of our many pleasant times together, one stands out in my mind. I
was visiting New York City, and made an appointment to see Prof.
Levin at his office. I was on time, but cooled my heels while he
attended to something more important. A student had dropped in
unannounced, desperate for last-minute coaching for an exam Prof.
Levin was to give the next day. How I enjoyed the irony: The “racist”
and “horse’s ass” kept an out-of-town visitor waiting while he patiently
and earnestly explained symbolic logic to a black coed. Later I asked
Prof. Levin whether he thought the young lady had any idea what a
demon he was supposed to be. Probably not, he said; the controversy
had died down. One thing she did appear to know was that she could
count on him for help when she needed it.

Prof. Levin was not well served by the original publisher of Why
Race Matters, which made the wrong-headed decision to print only a
small number of books—just 500 copies—and sell them at an
astonishing $65.00 each. Even at that price the book quickly sold out,
and disappointed readers waited for another printing. They are still
waiting. People lucky enough to own copies do not part with them. By
the summer of 2005, Internet bookseller Amazon.com had only three
used copies for sale—for $499.95, $500.00, and $549.95! These are
prices collectors pay for prized first editions of classics—which is
exactly what this book has become.

To have let this book go out of print so quickly is not just an


http://www.Amazon.com

inexplicable business decision; it is an affront to scholarship. It is
therefore with great pride that New Century Books republishes Why
Race Matters. We are happy to share with Prof. Levin the pleasure of
making available once again a work that sheds so much light on one of
the most important questions of our time.

August 15, 2005
Oakton, Virginia



“So What?”

When I began writing in 1992, I foresaw battling strong taboos against
discussing race differences in intelligence and motivation. Since that
time, the topic has been made more accessible by a number of books—
Richard Herrnstein and Charles Murray’s The Bell Curve, J. P.
Rushton’s Race, Evolution and Behavior, Daniel Seligman’s A
Question of Intelligence, Dinesh D’Sousza’s The End of Racism, Jared
Taylor’s Paved with Good Intentions, Seymour Itzkoff’s The Decline of
Intelligence in America, and Stanley Burnham’s America’s Bimodal
Crisis. Herrnstein and Murray, Rushton, Seligman, and Burnham
discuss race differences in intelligence, while Taylor, although he
offers no positive account of the current unsatisfactory state of race
relations, clearly rejects racism as an explanation. (D’Sousza blames
cultural relativism.) Indeed, where I argue that race matters because it
is connected with intelligence and motivation, The Bell Curve might
have been called Why Intelligence Matters, explaining the connection
of intelligence to life outcomes; this book completes the syllogism. At
the same time, the reception of these books has been profoundly mixed:
some respectful attention, some disregard (especially of Taylor,
Seligman and Burnham), much demonizing. Race differences are still
vehemently denied in most forums.! Hearing them affirmed is not quite
the shock it once was, but much remains to be said.

This book seeks to sift what is sensible from what is confused in
thinking about race, particularly but not exclusively as it concerns the
United States. This winnowing demands the presentation of a good deal
of factual material, in some cases meant to advance the empirical



debate, but my overall concerns are analytic. Errors about race are due
less to misinformation than to muddle. The astronomer Mark Chartrand
once remarked that astrologers are very good at making 30-second
assertions that are false, but require 30-minute lectures to explain why
they are. Much that is said about race is little better than astrology;
what follows are the half-hour corrections.

It is strange that race differences should ever have been taboo, since
human groups obviously do vary, for instance in skin color and facial
features. No doubt differences in these merely “physical” qualities are
easier to acknowledge than qualities of mind, which are felt to matter
more. But behavior straddles the mind/body distinction; thought, the
immediate control of behavior, is controlled in turn by the patently
physical brain. And, since groups can differ in bone structure, they can
presumably differ in brain structure, brain function, hormone levels,
and other determinants of mental activity. Indeed, it is recognized that
human groups not only look but act differently. Asians are
comparatively restrained; rhythm is a more salient feature of black than
European music. These differences are usually attributed to “society,”
but to seek to explain them is to admit they exist. If breeds of dog may
differ in intelligence and temperament, there seems no reason evolution
could not have differentiated human groups along similar lines.

As the accumulating evidence has made group differences harder to
deny, one is apt to be told that even if they exist they do not matter.
Psychologist Robert Sternberg dismisses black/white differences in
intelligence with a curt “So what?” (Sternberg 1985: 244). Pursuing the
issue, he says, “can only give comfort to those who would like nothing
better than to hear the explicit message that blacks will have a greater
handicap in the educational, occupational, and military assignments
that are most highly correlated with measures of general intelligence.”
Noam Chomsky writes:



the relation, if any, between race and intelligence has little scientific importance.... [A]
correlation between race and mean IQ (were this shown to exist) entails no social
consequences except in a racist society in which each individual is assigned a racial category
and dealt with, not as an individual in his own right, but as a representative of this category.
... [W]e are left with little, if any, plausible justification for an interest in the relation between
mean [Q and race. (1976: 295-297)

Christopher Jencks is less combative and more open-minded about
biologically based race differences, but he too waves aside their
“political” importance:

A correlation between genotype and school performance has no clear political implications.
Knowing that migraine headaches are often inherited does not tell us whether they are
treatable.... Just as with test scores, I conclude that genes do influence criminal behavior. But
just as with test scores, I also conclude that this fact is politically neutral. (1992: 13-14; also
see 98—-100)

This book seeks to answer the “So what?” question. It argues that
race differences, far from being neutral, undermine almost everything
that has been said about race for the past 60 years, and the many
policies based on this conventional wisdom. Much is now known about
racial variation, but it remains to put this knowledge in a broad
philosophical perspective. That is what I have attempted to do.

The importance of race differences is evident at an intuitive level.
Whether fear of black crime is legitimate depends on whether blacks do
in fact commit more crime, and, if so, why. Whether black poverty and
academic failure are the fault of whites, and therefore impose
compensatory obligations on whites—perhaps to be discharged by
racial preferences—depends on why blacks fail. Received opinion not
only ascribes black difficulties to oppression, black attainment is so far
below white that, if blacks are as talented as whites, oppression seems
the only explanation. And for decades just this conclusion has been
drawn. To see how closely racial justice depends on assumptions about
race differences, just consider Andrew Hacker’s move from the “posit”



that “within each race there will be a similar distribution of talents”
(1992: 24) to the inference five pages later that “white America
orchestrates [competition] to keep black Americans so far behind the
starting line.” The bearing of genetic race differences on questions of
justice has not always gone unnoticed. As recently as the early 1970s
critics of hereditarianism conceded that some arguments for quotas

do rely on assumptions concerning the causes of phenotypic differences. Compensatory
arguments assume that some proportion of the phenotypic differences between groups is due
to past unjust treatment.... To the extent that arguments are advanced for proportionate-to-
population quotas which rely on assumptions about the distribution of genotypic abilities, it
becomes relevant to assess the validity of such assumptions. (Block and Dworkin 1976a:
512; this essay first appeared in 1974)

One suspects that the growing severity of taboos since that time has
made it harder to mention race differences even for purposes of
repudiation.

The topic of racial variation is admittedly disturbing, and in an ideal
world might be passed over in silence, but accusations against whites
have made such discretion impossible. The right of the accused to
present his case includes the right to raise issues that distress his
accuser. A plaintiff demanding damages for a broken leg cannot ask at
the same time that his leg not be talked about, nor take offense when
the defendant presents evidence that the injury was congenital. By
claiming harm he opens the question of why his leg is game. Claiming
racial harm has opened the topic of race differences.

More than issues of justice warrant concentration on black/white
differences. Yee, Fairchild, Weizmann, and Wyatt (1993) ask
rhetorically why less attention is paid to white/Asian differences, but,
granting this discrepancy, the reason is clear. Most white/Asians
comparisons flatter Asians, while the direction in which black behavior
differs from white is by common consent problematic. The black



illegitimacy rate, always many times that of whites (Hacker 1992: 80),
has risen sharply in the last 30 years to nearly 70% (Rector 1992a: 19;
Hacker 1992: 80; also see Jaynes and Williams 1989: 518).2 42% of
black children live in poverty; 56% of black households are headed by
women, fewer than half of whom are self-supporting (Hacker 1992: 80,
86; Rector 1992a: 19; also see Jaynes and Williams 1989: 518). Blacks
commit over 50% of the murders in the United States and over 60% of
the robberies (Hacker 1992: 181). Comparable disparities exist at all
levels: a black college student is 4.2 times more likely than a white to
be enrolled in a remedial course (Knowlton 1995).3 Editorial writers
(e.g. Hyland 1992) list “crime, drugs, education [and] a squeeze on the
middle class” as contemporary “urban crises”: literalizing journalistic
euphemy, “drugs” refers mainly to the chaos and violence attending
narcotics in black slums (see Jaynes and Williams 1989: 464),
“education” mainly to the low levels of achievement and order in
schools with large black enrollments, and “urban crises” to all these
phenomena together with the physical decay of cities with sizable black
populations. A disproportionately white middle class is “squeezed” by
taxation for services such as welfare, emergency medical treatment in
public hospitals, and public schools, used disproportionately by blacks.
On average, 20% of tuition at major colleges is used as aid for poorer,
predominantly black, students (Goldin 1995).

Overtly race-neutral problems often have a tacit racial dimension.
One with incalculable consequences for health, safety, and the
habitability of cities is the growing cohort of urban derelicts. Although
this is seldom stated openly, the median “homeless person” is a single
black male; according to one survey, 91% of adult homeless in New
York are black or Hispanic, according to another survey 94% (Hamill
1993). Explanations abound for the emergence of this cohort, but one
neglected factor is black illegitimacy. The number of black males who



have difficulty supporting themselves in cities is large to begin with,
for urban life, unlike rural, requires money, which in turn requires a
steady income. In the country a man with limited skills may own land
on which to grow food, and get by by bartering odd jobs for other
goods; in a city his skills must be marketable. White incompetents are
generally cared for, directly or indirectly, by their families, whereas
illegitimate urban blacks usually have no families. A 20-year-old male
unwilling or unable to sell his labor cannot be helped by an unmarried,
unemployed 35-year-old mother with other children and possibly
grandchildren. He comes to live in public areas,4 surviving by begging
and scavenging. Supporting the hypothesis that loose black pair-
bonding and a mismatch between black abilities and self-sufficiency in
cities contribute to vagrancy is the fact that the homelessness
phenomenon emerged within two generations of the large black
migration from the rural South to the urban North (described in
Lemann [1991]), and within one decade of the jump in black
illegitimacy in the 1960s. “Homelessness” is a further reason for
interest in black abilities and sexual behavior.>

The basic argument for studying race differences is that racial
outcomes are currently viewed though a lens of guilt, and it is
important to know whether this lens is distorting. One result of racial
guilt feelings, already alluded to, is the idea that blacks deserve
compensatory preferences in employment and education. Another is
use of a “disparate impact” criterion for bias, according to which a
standard or practice discriminates against blacks if blacks do not do as
well as whites with respect to it. Since whites usually do outperform
blacks, seemingly rational practices are besieged throughout society.
One example is the cancellation of the presumption of innocence by the
1991 Civil Rights Restoration Act,5 under which an employer accused
of bias for hiring disproportionately few blacks bears the burden of



proving that he did not discriminate. This use of numbers to create a
presumption against the defendant is reasonable (if constitutionally
objectionable; see Epstein 1992) only if there are in fact
proportionately as many able blacks as whites in the workforce.

A striking application of disparate impact is the inference from the
disproportionate rate of executions of blacks” and killers of whites to
bias in capital punishment. Such bias as exists could of course be ended
by executing more whites and (the almost always black) killers of
blacks rather than by ending capital punishment, the remedy usually
proposed, but in any case these statistical discrepancies show bias only
if whites commit proportionally as many capital crimes as blacks and
are no more frequently the victims of capital homicides. In fact, neither
condition holds. To begin with, as already noted, blacks commit violent
crimes at many times the rate whites do, and, while half of all black
crimes victimize whites, less than 3% of white crimes victimize blacks.
Now suppose in addition that blacks are on average less empathetic
than whites, hence more inclined to regard other people merely as
resources or obstacles. Blacks will then be more inclined to kill to
overcome resistance or silence witnesses during felonies, the sorts of
murders for which the death penalty is often reserved. Suppose, too,
that blacks react more violently to frustration. As impulsive, anger-
driven murders in personal disputes are usually not capitalized,
relatively more blacks will be victims of noncapital homicides in
personal disputes, which tend to involve members of the same race.
Should proportionally more whites be killed in interracial robbery-
murders than in white-on-white personal confrontations, which, we will
see, is evidently the case, the two rate discrepancies would be effects of
race differences in temperament rather than bias.®8 Indeed, even
proponents of the bias-in-sentencing thesis admit that sentence
discrepancies shrink when circumstances are controlled for. Baldus,



Woodworth, and Pulaski (1992) nonetheless maintain that killers of
whites are executed 6% more frequently when type of homicide is held
constant; others claim that the discrepancy vanishes altogether when
further controls are imposed (Katz 1989; Rothman and Powers 1994).
The larger point is that rejecting the biosocial explanation out of hand,
and demanding the end of capital punishment until its application is
proportionate, commits one to urging the suspension of all punishment,
since blacks are convicted of all FBI-indexed crimes far more
frequently than whites. Should a higher black crime rate be admitted
but ascribed to “racism,” the logic of compensation used to justify
racial preference to combat racism entitles blacks to reduced sentences.

In fact, this seeming reductio ad absurdum comes ever closer to
being proposed. Bell (1983) suggests imprisonment quotas. One federal
court overturned an anti-crack law on the grounds that crack is used
disproportionately by blacks (London 1991); another has given black
defendants lighter sentences than mandated by sentencing guidelines
because of “institutional racism within the criminal justice system”
(AP 1993). The Black and Puerto Rican Caucus of the New York State
Legislature opposes anti-scofflaw measures lest they “target
minorities” (Pierson 1993), and the American Civil Liberties Union
opposes a crackdown on public urination as “unfair to poor minorities™
(Rutenberg 1993). Mauer and Huling (1995: 27) urge “Legislative
Racial/Ethnic Impact Statements” to determine whether criminalizing
an act “would affect minorities disproportionately.” At this writing a
case pending in New York State (see Vacco and Donziger 1995) argues
that, since the rate of imprisonment for voting-age blacks and
Hispanics is 12 times that of whites, denying convicted felons the right
to vote illegally “dilutes” black voter strength under the Voting Rights
Act.

Fear of disparate impact inhibits seemingly sensible educational



measures,such as strengthening academic standards, grouping children
by ability, and asking that college athletes pass their courses. Congress
declined to withhold loans to students at colleges with high default
rates when it was noticed that this rule “would have hurt inner-city
students” (AP 1994a). The Cincinnati school system “counsels”
teachers who discipline black students in disproportionate numbers. A
decision by Mississippi to raise admission standards for state
universities up to white levels has been challenged as “a new strategy
for locking blacks out of higher education” (Applebome 1995: A14).
The press reported similar problems when the University of Texas
sought to raise admission requirements:

[O]pponents say the proposal will limit access to the university, making it more difficult for
women and minorities to enroll. Fifty-eight percent of all black students admitted between
1987 and 1990 would not have met the pending new standards, according to a study
conducted by the university’s research department.... “This puts me in a bad position,” said
Dr. [Ryan] Amacher, who took over as the university’s president just six months ago and has
said he opposes the new admissions policy. “Everyone is for better quality, but this institution
has given people a first chance, a second chance and even a third chance.” (Celis 1992)

Preemptive abandonment of standards requires practice in
doublethink. Probably many educators, like Dr. Amacher, expect blacks
to fare poorly under any objective screening procedure, yet they can
neither admit to suspecting a black intellectual deficit, nor declare with
any plausibility that, after decades of efforts at fairness, standards
remain biased. With no coherent position left, discourse lapses into
formulas about a “tradition” of black students being served poorly by
education.

Finally, although this would be difficult to document, whites appear
increasingly averse to norms intended to apply to society as a whole, or
just to themselves, lest they be “racist” by implication. Whites when
interviewed will refuse to condemn black youths who won’t take low-
paying “dead end” jobs, a hitherto unacceptable reason for idleness.



There is a tendency in discussions of acquired immunodeficiency
syndrome and illegitimacy to insist that teenage girls are going to have
sex, and that talk of abstinence is foolish, intolerant, and repressive—a
puzzling tendency, given that no previous Caucasoid society accorded
teenage girls sexual liberty, or failed to condemn illegitimacy. I suspect
that a major contributor to this sea-change has been fear of offending
blacks, whose behavior often violates white sexual norms. In fact,
mentioning the greater casualness of black sex invites retaliatory
diagnoses of prurience and sexual problems:

Compounding the ordinary insecurities most men have in this sphere, white men face the
mythic fear that black men may outrival them in virility and competence.... Aggravating this
unease is a further foreboding: that white women may wonder whether black men could
provide greater sexual satisfaction than they now get from their white mates. Notice, also,
how white men glance a second time when they see a racially mixed couple: what, they seem
to ask, does she see in—or do with—him? ... [Flantasies persist that black men and women
are less burdened by inhibitions, and can delight in primal pleasures beyond the capacity of
whites. (The erotic abandon displayed in black dancing has no white counterpart.) Nor is it
surprising that much of the commentary concerning women on welfare adds the charge that
they share their beds with successions of men. Underwriting indolence is bad enough. That
taxes also subsidize sexual excess stirs anger and, just possibly, envy. (Hacker 1992: 62)

Note that Hacker does not deny that black women on welfare are
promiscuous. Nor does he reflect that the “erotic abandon” of black
dance, along with statistics he cites elsewhere about black illegitimacy
and early onset of intercourse, suggest that a stronger black sex drive is
more than “fantasy.”

The reader who accepts genetic race differences as fact may move
immediately to chapter 6, where I begin to discuss their implications in
earnest. Readers willing to allow that races might differ can also begin
there, construing the subsequent discussion in a hypothetical spirit.
They may take me as asking what follows if races differ genetically.
But many readers will be disinclined to follow even that far, for
conventional wisdom holds the evidence for race differences too



meager to take seriously; worrying about them is like thinking about
flying saucers or creationism. Nor can mere citation of previous
hereditarian work be expected to impress the dubious.® I have therefore
presented a self-contained statement of the empirical evidence in
chapters 2—4, hoping to combine rigor with clarity, so that even the
reader initially unfamiliar with the topic may judge the argument for
himself at each step. A few stretches involve some mathematics, but
summaries are always provided; more technical matters are consigned
to footnotes or appendices. Although much of this material exists
elsewhere in the literature, I try where possible to shed conceptual light
on it. For this reason, some issues that may strike nonspecialists as
abstruse or digressive are treated for the sake of completeness. Much of
chapter 5, for instance, deals with whether a biological orientation is
“determinist” or “reductionist,” and the relation of genes to personal
identity.

Chapter 2 summarizes key biological and statistical concepts;
chapter 3, the evidence that whites are on average more intelligent and
future-regarding than blacks. The familiar charge that standardized
tests are biased is rejected in favor of a “realistic” view of intelligence
and the intelligence quotient (IQ). A phenomenon may be considered
real, I say, when it manifests itself in a variety of ways, and the
multiple correlates of 1Q show that it is no mere artifact or
mathematical fiction. What IQ tests manifest coincides with what is
ordinarily called “intelligence.”

A mistake I constantly warn against is that of thinking individual or
group differences must be genetic to be real. This is not so: a man with
an IQ of 120 has more of what IQ measures than a man with an IQ of
100, whatever may have caused the difference, just as a 200-1b man is
heavier than a 150-lb man, whether because of a genetically more
sluggish metabolism or a fortuitous injury that keeps him from



exercising. That intelligence is a phenotype—to use the language of
genetics—allows the reality of race differences in this trait to be
investigated apart from the question of genes. Nor does it follow, if
race differences are real but wholly environmental in origin, that the
crucial environmental factor is oppression. “Environmental factor” in
this context usually is equated with oppression, however, because at
one time blacks were mistreated, and, as noted, among environmental
factors only intentional mistreatment seems able to explain the
systematic depression of black attainment. That is why pressing on to
the involvement of genes is imperative. Chapter 4 presents the evidence
that the race differences described in chapter 3 are significantly genetic
in origin, or, again in the language of genetics, that genotypic variance
explains much of the between-race phenotypic variance. This position
—mnot that genetic factors explain all of the black/white difference, but
that they explain a significant proportion—is “hereditarianism.”
“Environmentalism” attributes all race differences to environmental
factors.

That there are race differences in learning ability has been the
majority opinion of experts for some time. In 1968 it was possible to
speculate in the quiet of the pages of the Psychological Bulletin that
“As a group Negroes show up as deficient in abstract abilities. Possibly
Negro genes limit such abilities” (Dreger and Miller 1968: 26). When
over 600 scientists and educators were polled anonymously in the mid-
1980s, 84% agreed that intelligence tests do measure intelligence, as
either a single general ability or a cluster of more specialized abilities,
and 53% agreed that genes contribute to the race difference in IQ
(Rothman and Snyderman 1988: 71, 285). Only 17% reported believing
the difference to be entirely environmental.

Environmentalism has appeared to be the consensus in recent
decades because of the sanctions directed against its critics.l0 In



reality, its case is hollow. Of the two most widely cited
environmentalist works, Lewontin, Rose, and Kamin’s Not in Our
Genes (1984) is a farrago, while Stephen Jay Gould’s The Mismeasure
of Man (1981) is mainly a review of the early history and prehistory of
mental testing, with attacks on the motives of hereditarians. At most
20% of Mismeasure engages issues of substance. Kamin’s The Science
and Politics of IQ (1974) makes a greater effort to deal with data,
particularly twin studies, but it is entirely negative, pointing to possible
flaws in studies that support a role for genes in behavior without
offering any datum that environmental variation alone can explain.
Lewontin in some other writings, Hirsch, Block and Dworkin, and most
recently Block (1995), Goldberger and Manski (1995), and Fischer et
al. (1996) are more serious (although hardly free of ad hominems), but
they, too, rest their objections to hereditarianism less on data than on
speculation about what might be the case—or had better be the case if
various moral ideals are to be realized. Often hereditarianism is
rejected not on evidential but moral grounds, because it is bad, or
“racist.” That is why I take pains in chapter 5 to explain why talk of
race differences in intelligence is not racist. Racism is by definition
bad; if there are good reasons to discuss, and accept, race differences,
such discussions are not bad, hence not racist.

An honorable exception to these strictures is Flynn (1980). Despite
some gratuitous introductory remarks about “racism,” he keeps to the
data, scorns bad environmentalist arguments, and treats his chief target,
Arthur Jensen, with respect. Many of the arguments Flynn develops in
his (1980), and subsequent (1984) and (1987b) are treated below.
However, Flynn (1980) has significant internal weaknesses: it takes at
face value the early pronouncements of the Milwaukee Project (50,
160, 186, 205; see chapter 4), its treatment of twin and adoption studies
is likewise dated (again see chapter 4), and it ignores cross-cultural



comparisons. Flynn (1980) is also little cited in the environmentalist
literature, perhaps because it concedes that blacks are less intelligent
than whites—their “capacities,” Flynn says, have been “damaged”
(211)—and is concerned only to argue that this discrepancy is non-
genetic in origin. Unlike most environmentalists, Flynn does not
challenge the fairness of IQ tests and willingly concedes intelligence a
fairly high heritability. Many other egalitarians reject everything about
race differences, IQ tests, intelligence and heredity, with scant regard
for consistency.

Speaking broadly, the characteristic environmentalist fallacy is to
infer, from the possibility that an environmental factor might causes a
race difference—from the failure of hereditarians to prove their case
beyond all doubt—that an environmental factor is actually involved. To
be sure, there are environmental variables that, when controlled for,
reduce variation between races. The 1Q gap shrinks by about 25% when
children’s socioeconomic status is held constant, for instance, more so
when education is held constant as well; Fischer et al. (1996) present
further examples. However, if status and education are themselves
partly determined by genes, they are not nongenetic factors. (Fischer et
al. acknowledge this difficulty, but their sole response—a single
sentence long—is that “Research should continue.”) Environmentalists
are obliged to explain the race gap via variables uncorrelated with
genes, and this they have not done. (So-called genotype/environment
correlation is discussed further in chapter 4.)

Race differences need not be established with Cartesian certainty to
carry important implications. As I will have occasion to point out,
many policies rest not merely on the denial of genetic race differences,
but on the premise that these differences are known for certain not to
exist. Such policies are undermined if it is merely more likely than not,
or even somewhat likely, that genetic race differences are real. Indeed,



far from hereditarianism being a theory for cranks, it is the idea that
human evolution stopped at skin color, never reaching inward to the
mind—that society is an Unmoved Mover of human variation—which
more resembles creationism. If part I convinces the reader who cannot
agree that the races do differ that this proposition is at least too
credible to dismiss out of hand, it will have done its job.

Part II is a deep breath, a prolegomenon necessary to forestall
misunderstandings before the practical issues of Part III are taken up.
The normative concepts used casually in chapter 5 are scrutinized, and
four tenets advanced.

(1) There is no cosmic scale by which differences in intelligence and
motivation make one race superior to another. A gap separates facts
from judgments of value. The point seems self-evident to me, but I
defend it at some length for one unfortunate reason: the claim that
blacks are less intelligent than whites is regularly misdescribed as
belief in black “inferiority,” and hereditarians are said to hold whites
“higher” than blacks.!l Indeed, critics seem so ready to think that
anyone who says whites are more intelligent than blacks is saying
whites are better, or that he believes it even if he does not say it, or that
his words imply it even if he does not believe it, that perfunctory
disclaimers would be useless. So chapter 6 dwells on the normative
neutrality of race differences.

(2) The issue of race and values ramifies further. There appear to be
group differences in morality itself, continuous with and emerging
from differences in temperament and intelligence. A full understanding
of race differences thus requires some account of the function of moral
values and their possible evolutionary divergence, and an account is
developed in chapter 6.

(3) Nor is this the end of the issue, since neutrality about values will
be felt to be inadequate in the present context. The “So what?” question



plainly demands a normative answer that addresses moral and social
issues. I argue in chapter 7 that a satisfying answer can be given even in
the absence of objective values. A value-skeptic may appraise a system
of norms for internal consistency, and investigate the factual premises
that guide its application. His approach is not that of the moralist but of
the jurist, who applies received law on the basis of the facts, and, at the
level of judicial review, uses logic and analogy to check laws and
particular judgments for mutual coherence. My concerns, then, are the
factual premises by which widely accepted norms are applied to race,
and some unacknowledged implications of the reader’s own value
system.

(4) I ultimately stray a bit from the path of empiricist orthodoxy. To
describe how the races differ is not to pass judgment, true, but leaving
it at that is disingenuous. While the traits in which the races differ do
not in themselves make one race more valuable than another, they are
traits that people do value, do care about. It is useless to pretend, as
value-neutral social scientists sometimes try to, that intelligence means
no more to anyone than blood type. Most individuals, particularly
Caucasoids, judge others to a significant extent by their intelligence
and self-restraint. The last half of chapter 7 argues that, by the norms
that in fact guide the judgment of the typical reader of this book about
matters other than race, whites are on average better people than
blacks. However shocking this statement may sound, I believe it is a
truth that must be dealt with.

Well, what do (or would) genetic race differences imply? Chapters
8-10 get down to important cases, deploying accepted norms of justice,
self-defense, reciprocity, and individual liberty in connection with
racial preferences, crime, civil rights, and the use of race in judging
individuals.

Chapter 8 maintains that whites owe blacks no compensation in any



form because the limitations of blacks are by-products of genetic
differences, not injuries done by whites. It insists that virtually all
arguments for preference are at bottom compensatory, which is why
criticisms of affirmative action that do not engage the causes of race
differences invariably miss the point.

Chapter 9 maintains that fear of black crime is rational, that ordinary
standards permit private race-conscious avoidance of black crime, and
that race-conscious measures by the state in the exercise of its police
function are also acceptable in principle. The evidence of a genetic
component in black criminal deviance raises in a sharp new form the
old issue of free will and responsibility; I defend the “compatibilist™
view that freedom is consistent with determinism, but add that, because
of their lower mean intelligence and greater impulsiveness, blacks are
less autonomous than whites. Blacks, on average less deterrable, are
less deserving of punishment, but at the same time race-conscious
guidelines for punishment-like deterrent sanctions may be warranted.

Race-consciousness as such is finally taken up in chapter 10, which
argues that attention to race is consistent with “treating people as
individuals.” Sorting people is inevitable, I say: what matters is sorting
them correctly. Some classification by race is warranted, for example,
by the correlation of race with crime. Other classifications, such as
those assumed by compensatory racial preference, are unwarranted. But
racial categorizing is not objectionable per se, nor need it violate the
principle, embodied in the 14th Amendment, that people should be
treated as “equals.” This principle means only that differential
treatment must be justified by some relevant trait, and, for many
private and perhaps some public purposes, race is relevant. While races
are groups, membership in a race is a trait of individuals.

I conclude that anti-discrimination laws violate versions of the
golden rule and freedom of association widely accepted in non-racial



contexts. Others (Nozick 1975;12 Narveson 1987; Friedman 1989; W.
Block 1976, 1992; Levin 1984a; Epstein 1992; Fulda 1993; Bolick
1996) defend a similar position; I add specifically that, by ordinary
standards, the desire of whites to refuse voluntary association with
blacks is often reasonable. Similarly, as the general case against
coercive transfer of wealth has been made elsewhere (see Nozick 1975;
Murray 1984; Friedman 1989; Fulda 1993; W. Block 1976), I consider
specifically whether, modulo ordinary standards of prudence, black
time horizons make it wise to offer blacks the same “safety net” that
whites offer each other.

It is well to scout at the outset two common errors about group
differences, each the overestimation of a statistical cliché. One cliché
runs that group differences permit overlap—that, for example, not all
blacks are less intelligent than all whites. This is of course so; mean
differences allow exceptions, and decree nothing about specific
individuals. However, mean group differences do support conclusions
about the aggregate characteristics of groups, and the likely
characteristics of individuals. That women are on average a half-foot
shorter than men allows some women to be taller than most men, but it
rules out an all-female NBA team, and makes it rational to bet that the
next woman you meet will be shorter than the next man.

A second oversold cliché is that variation within groups typically far
exceeds the difference between their means. Again this is indisputable;
the gap between the brightest and dullest white is much greater than
that between the average white and the average black. But once again
this does not vitiate between-group differences. Within-sex variation in
height is about 4’, an order of magnitude greater than the 6” difference
between the average man and the average woman, yet this 6” difference
still explains why tall women are extremely rare. Likewise, that the 15-
point mean difference in IQ between blacks and whites is less than the



100-point spread between the brightest and dullest whites still permits
the 15-point gap to carry important consequences, such as the relative
scarcity of black scientists. For the same reason, the fact that there is
more genetic diversity among Africans than between Africans and non-
Africans does not render a comparison of African to non-African means
“senseless” (Gould 1995: 13). There is much more diversity of height
among dogs than among giraffes, but it is quite sensible to observe that
dogs are typically shorter than giraffes.

My conclusions may sound cheerless, although a more positive word
is “sobering.” To clarify just what attitude is appropriate, I ask you the
reader to imagine that you are the president of the United States, keen
to “do something about the race problem” but unsure how. In a week
you are to give your recommendations to the nation. I have tried to
write the book you would want to read; the Afterword is the speech you
might be led to give.

I should say a word about what drew me to the topic of race, and the
overall question of motives. In part my interest is a purely intellectual
response to the challenge of clarifying such notions as “innate,”
“natural,” and “genetic.” Few problems are as intriguing as how we
humans got the way we are, and what light human differences shed on
evolution. Like many professional philosophers I am drawn to the
conceptual foundations of these questions.

A more immediate concern has been affirmative action, which began
just after my own academic career did. Since the early 1970s I have
been aware of white male associates unable to get positions because of
their race (and sex). From the first I sensed something amiss, but had
trouble formulating what that something was. I gave some thought to
compensatory justice (Levin 1980, 1981), and knew of Arthur Jensen’s
work on race differences, yet I did not put them together for many
years. In 1982 I managed to review Jensen’s Straight Talk about



Mental Tests and Gould’s The Mismeasure of Man (Levin 1982a)
without fully connecting race differences in intelligence to the redress
rationale for affirmative action.

It took me so long to see the obvious connection, and others still
miss it, I believe, because of distraction by the red herrings that litter
discussions of race. Repeated warnings against consequences race
differences do not have obscure the consequences they do. Consider
this characteristic volley from Lewontin:

But suppose the difference between the black and the white IQ distributions were completely
genetic. What program for social action flows from that fact? Should all black children be
given a different education from all white children, even the 11 percent who are better than
the average white child? Should all black men be unskilled laborers and all black women
clean other women’s houses? (1970: 113)

A constant need to fend off attributions of idiocy—here, that all
black women should be domestics—draws attention away from more
serious reasons that race differences might be important. Having to
contend with an army of straw men deflects one’s concentration.

That opposition to hereditarianism is associated with the political
Left may suggest that I stand on the Right. Understood as the view that
democratic liberties are a facade for oppression, “leftism” does indeed
strike me as absurd. Yet on matters of race, the orthodoxy of the Right
is no more enlightened than that of the Left, and in some ways less
coherent. The Left holds that blacks would do as well as whites but for
racism, the Right that blacks would do as well as whites but for well-
meaning government policies like welfare that sap black ambition.
(The seductions of popular culture are sometimes added.) The Left’s
theory may be wrong, but it observes the forms of correct reasoning. It
tries to deal with conflicting evidence, positing unconscious
“structural” discrimination to explain black failure in the United States
after the passage of civil rights measures, and internalization of the



white man’s image of blacks to explain the decline of postcolonial
Africa. On the other hand, while conservatives have made a strong case
that welfare has accelerated black crime, poverty, and illegitimacy,
they ignore the failure of whites to respond as blacks do to welfare
incentives available to both races, and explain black failure in the post—
civil rights era as a legacy of slavery in language borrowed from the
Left (see, e.g., Jacoby 1992). Conservatives such as Thomas Sowell,
aware of the worldwide failure of black cultures to develop
European/Asian levels of technology, circularly attribute this failure to
black culture. The truism that a bad theory beats no theory may explain
why the Right’s account of race relations is seldom taken seriously.

Left and Right!3 tend to share four premises. One, of course, is that
racial differences are caused by forces external to the races themselves
—racism for the Left, government intrusion for the Right. A second is
impatience with quantitative reasoning. Prior to inquiry, it is natural to
ascribe the black/white attainment gap to a number of causes, including
genes, environmental correlates of genes, discrimination, and historical
accidents. The substantive issue is how much each factor contributes.
Yet both sides cast the debate in all-or-nothing terms—it is all
oppression or all welfare, with nothing between. Some single factor or
cluster of factors may well explain the entire race gap (intelligence and
temperament loom large in chapter 8), but the question whether one
factor dominates must be asked before it can be answered. Incidentally,
the all-or-nothing mindset can coexist with extensive use of descriptive
statistics. Hacker (1992), for instance, presents pages of quantitative
data on race differences in residential patterns, crime, income,
reproductive trends and academic success, but goes on, without any
causal analysis, to attribute these differences entirely to white racism.
Fischer et al. (1996) make more sophisticated use of regression
analysis to isolate causes, but when in the crunch they must explain



why blacks persistently fall short on objective tests, they offer only
vague qualitative conjectures.

Third, a preoccupation with blame leads both the Left and the Right
to conflate questions of cause with questions of fault. The causal
question is, simply, “Why do the races differ?” The complex fault
question is, “What malice or folly created these differences?” For the
Left it is malicious racism, for the Right it is foolish welfare, with both
sides ignoring the possibility that human action has nothing to do with
it. The upshot is scolding and lecturing, as the Left scolds whites for
“racism” of which they may be innocent, the Right (e.g., Mead 1990;
Yates 1991; Magnet 1993; D’Souza 1995) lectures everyone about a
work ethic blacks may be unable to follow, and the Left scolds the
Right right back for “blaming the victim.”

Finally, both Left and Right see the failure of blacks to live like
whites as a problem.14 Certainly, blacks are less prosperous than
whites. But this relative shortfall does not imply that blacks are
deprived in any absolute sense; a black with a TV set and flush toilet
has treasures undreamed of by the Pharaohs. Should the black/white
discrepancy be an expression of more basic biological differences, it is
not clear why anything must be done about it. After all, it is not a
problem that owls live in trees while gophers dwell underground,
except perhaps for an owl confined to a burrow. Consider the
black/white difference in infant mortality, cited by Jaynes and
Williams (1989: 401) as a paradigm consequence of preventable social
conditions. Should this difference be a biological phenomenon, as
recent research suggests,!5 it is no more a social evil than is the
susceptibility of Jews to Tay-Sachs. Humanitarian reasons would
remain for trying to save more black babies, but the majority could no
longer be held responsible for causing black infant mortality, or
negligent in permitting it. To be sure, biological differences can create



problems—compare the underground owl. Behavior evolved in Africa
may be maladaptive in urban societies created by Caucasians (but see
chapter 6), making life in white society a problem for blacks and the
frequent conflict between black behavior and white norms a problem

for everyone. But sheer differences in prosperity are not in themselves
bad.

To be sure, blame-laying has its comforts. One can try to improve a
bad situation caused by bad deeds by attacking the culprits, an option
not available absent culprits. Racial conflict due to discrimination can
be treated by suppressing discriminators; conflict not stemming from
discrimination is to that extent less tractable, hence, paradoxically,
more alarming.

Talk of blame and evil leads inescapably to the Nazis, and whether
the views expressed here resemble Hitler’s. Strenuous denial would
only strengthen the suspicion that there is something to deny, but one
decisive point should be made. Nothing Hitler believed or did has any
logical bearing on any issue of substance. That a bad man believed
races differ does not mean that all races are the same. That his actions
were caused by this belief does not make those actions its corollaries.
Physics has allowed the development of weapons, but that does not
falsify physics, nor are the monstrous uses to which these weapons
have been put implicit in the discoveries that made them possible.

Invocation of Hitler is one of many ways in which discussions of
race are warped into battles between good and evil. Another is the
contrast between sympathy for the underdog, the decent motive driving
many environmentalists, with hereditarian “meanness.” Still another is
the counsel that genetic race differences should be denied whether they
exist or not because focusing on nature breeds fatalism while focusing
on nurture encourages social reform.

These versions of the debate are baseless: environmentalism appeals



to motives as suspect as “racism” and as likely to do harm. Blacks have
a practical interest in environmentalism inasmuch as it justifies racial
preferences, and a psychological interest in it insofar as it explains
away failure. As for harm, telling blacks that their estate is due to
oppression rather than lack of ability can only stoke resentment.
Furthermore, blaming crime—black or white—on oppression weakens
society’s will to restrain it, and hands criminals the rationalization that
they are entitled to the possessions of others that they covet. And, at the
same time that bad motives abound for denying race differences, those
imputed to hereditarians are left unclear. Hereditarians can hardly be
preening themselves on the superiority of their own race, since scholars
(like most people) derive a sense of self-worth mainly from personal,
not group, achievement. I have already cited worthy reasons to
investigate race, among them scientific curiosity and a desire for
justice; what evidence is there that these concerns never inspire
hereditarians? The classical legal question Cui bono? cuts two ways,
and wounds environmentalists more deeply.

Calling talk of race differences an excuse for perpetuating inequity
begs the question: black poverty and educational failure are inequities
only if the races do not differ. Should biological race differences exist,
the arrangements complained of may be equitable after all. First
deciding what is equitable and then attacking extant social
arrangements on those grounds puts the cart before the horse. The
proper course is to examine the facts first, then by their lights assess
the state of society. To this examination we now turn.

NOTES

1. According to the New York Times’ editorial of Oct. 24, 1994, The Bell Curve “is laced
with tendentious interpretation. Once unlike-minded scholars have time to react, they will
subject its findings to withering criticism. At its best, the Herrnstein-Murray story is an
unconvincing reading of murky evidence. At its worst, it is perniciously and purposely
incendiary.... Mr. Murray has ... not built a scientific case.” A review in the Journal of



Economic Literature complains “HM and their publishers have done a disservice by
circumventing peer review. The Bell Curve was sprung full blown without external scientific
scrutiny.... [A] process of scientific review is now under way. But, given the [initial
publicity], peer review of The Bell Curve is now an exercise in damage control rather than
prevention” (Goldberger and Manski 1995: 776). Within 18 months of its publication, several
volumes appeared devoted solely to refuting The Bell Curve, the most responsible of which is
Fischer et al. (1996). This outpouring testifies to the importance of The Bell Curve, but also
the extraordinary hostility to hereditarianism within the intellectual community.

2. The ratio of black/white illegitimacy rates decreased from 9.9 (16.1%/1.7%) in 1950 to
4.3 (63.7%/14.9%) in 1988. (At this writing the white illegitimacy rate exceeds the black rate
of 1950.) This ratio will obviously tend to shrink as the black rate approaches 100%.

3. Blacks are 9.3% of the college population, and make up 30% of the students enrolled in
remedial courses; the corresponding figures for whites are 76.9% and 59%.

4. An increasingly common sight in New York City is public urination and defecation.

5. The increase in black illegitimacy over the last half-century, while black genes
presumably remained constant, does not show that race differences in illegitimacy are
environmental rather than genetic in origin. The change may illustrate genotype/environment
interaction, with black genotypes responding more strongly to the increased availability of
welfare in the 1960s than they did to previous social environments, while the white response
across this change has been more stable.

6. This law merely codified a trend already present in court decisions made from the 1970s
to the late 1980s, and reversed the Supreme Court’s partial retreat from the effects standard
announced in Wards Cove Packing Co. v. Antonio (1989).

7. Actually, although proportionately more blacks than whites are executed, black
murderers are executed at a lower rate than white murderers (Katz 1989). Generally
speaking, blacks accused of murder, robbery, rape, assault and burglary are all convicted at a
lower rate than whites accused of these crimes; see Lerner 1996.

8. Consider a numerical example. Suppose 12 blacks commit 30 murders, 10 of them
victimizing whites, and 88 whites commit 25 murders, 2 of them victimizing blacks, and that,
for both races, 10% of within-race murders but 50% of between-race murders are capital
crimes. Absent bias, 3 murderers of blacks and 7 murderers of whites will face capital
charges.

9. Moreover, Rushton and the relevant sections of Herrnstein and Murray ignore certain
standard objections to “hereditarianism.” Herrnstein and Murray stipulate with little argument
that there is such a thing as intelligence and that it is highly heritable; Gould (1994) rightly
complains of this. Moreover, because they are exclusively concerned with intelligence,
Murray and Herrnstein (although not Rushton) tend to treat blacks as distinguished simply by
a lower mean IQ. Rushton for his part moves rather hastily from interindividual to intergroup
heritability. (Given their purposes, the decision of these authors to bypass certain issues is
understandable.) Finally, neither Herrnstein and Murray, Rushton, nor Arthur Jensen



explicitly concern themselves with degrees of probability, but affirmative action is
undermined, from an evidentiary point of view, if it is merely more likely than not that
genetic race differences explain outcome disparities.

10. When I mentioned race differences in intelligence in print, responses included death
threats, feces in the mail, arson, telephone harassment, and efforts by my college to revoke
tenure, which necessitated a federal lawsuit. Other academics who have publicly urged a role
for genes in behavior, such as Jensen, Rushton, and E. O. Wilson, report similar and often
less pleasant experiences. Rushton has been investigated by the Canadian government for
dissemination of “hate literature,” punishable by two years imprisonment.

11. Gould allows himself great latitude in imputing belief in “racial ranking.” Despite
Jensen’s disavowals, Gould insists that Jensen accepts it—arguing that the idea has “subtle
power, even over those who would deny it explicitly” (1981: 159).

12. Nozick currently (1989: 291) believes freedom of association should be limited by the
need to express social solidarity, and would apparently endorses a ban on speech “offensive”
to blacks, Jews, homosexuals, Armenians, Asians, and American Indians, all groups
“membership [in which] is part of their self-conception.”

13. Herrnstein and Murray (1994) is again an exception.

14. The exception is Sowell, who insists that in every society different groups display
different levels of achievement.

15. Schoendorf et al. (1992) found the mortality rate for infants born to college-educated
black women to be twice that for infants born to college-educated white women, the same as
the overall black/white difference. Deprivation is thus not a relevant factor. The only relevant
variable found by Schoendorf et al. was the rate of prematurity among black births, three
times the white rate.



Part 1. The Empirical Argument



Preliminaries

This chapter presents basic biological and statistical ideas, with special
attention to their bearing on race differences. This material is also
intended to help interested readers pursue the primary literature.



2.1. BASIC BIOLOGICAL CONCEPTS

Race

The concept of race is often said to lack scientific merit (see, e.g.,
Montagu 1972, Yee et al. 1993, Hoffman 1994). Ironically, denial of
the reality of race often prefaces a denunciation of race bias, with little
explanation given of how people can respond to a trait that no one
possesses and no one understands. It should be obvious as well that
repudiating race forbids advocacy of racial preferences, although few
critics of the race concept have faulted affirmative action on this
account. Whatever they may say, the parties to such disputes assume
that the notion of race is reasonably clear.

It is true that human races no longer exist if “race” is taken to mean,
as it sometimes does in biology, a large, isolated breeding population.
Yet, in addition to universal understanding of what foes of race
prejudice oppose and friends of racial preference advocate, there is
wide agreement on ascriptions of race. One hundred randomly chosen
individuals sorting passers-by on an urban street would, without
hesitation or collusion, almost always agree on who is black, white, or
Asian. Moreover, the race others would noncollusively ascribe to an
individual is almost always the race he unhesitatingly ascribes to
himself. Such systematic agreement must rest on some objective basis
—possibly misconstrued, but present and detectable.

The definition of race that captures ordinary usage, its usage in
popular polemics (e.g., Hacker 1992: 7) and the usage of evolutionary
biologists (e.g., E. Wilson 1978: 48-49) refers to birthplace of
ancestors, although the precise form to give this definition depends on
the best theory of human origins. Let us assume the chronology
currently favored by anthropologists and molecular biologists (Stringer
and Andrews 1988; Stringer 1990; Gibbons 1995; Horai et al. 1995;



Aiello 1993, more cautiously; also see Cavalli-Sforza, Menozzi, and
Piazza 1993), according to which man evolved in Africa, branched off
into Europe 110,000+ years ago, and branched off from there into Asia
about 70,000 years later. The branches have interbred in historical time,
Africa’s isolation having ended two millennia ago. So, letting 25 years
mark a single generation, a “Negroid” may be defined as anyone whose
ancestors 40 to 4400 generations removed were born in sub-Saharan
Africa. “Mongoloid” and “Caucasoid” are defined similarly, with Asia
and Europe in place of Africa. Because comparisons of blood group
frequencies in the white, African, and conventionally identified
American black populations indicate a white admixture of about 25%
in the blacks in the American North and 10% in blacks in the American
South,! an “American Negroid” can be defined as anyone 75% or more
of whose ancestors 40 to 4400 generations removed were born in sub-
Saharan Africa. These definitions can be adapted to “polygenic”
theories of human origins. If blacks, whites, and Asians evolved
separately over (say) the last million years, a Negroid is anyone (75%
or more of) whose ancestors 40 or more generations removed, with no
upper bound, were born in Africa, and likewise for Mongoloids and
Caucasoids.

Defining race by place of ancestry, although covering most humans,
omits certain mixtures, such as Melanesians. Also, counting 75%
African ancestry as Negroid will tend to wunderstate any
Negroid/Caucasoid genetic differences. Still, the fact that it is
recognized as appropriate for American blacks to call themselves
“African-Americans,” or to call the dominant culture “European,”
shows that most people have the geographical conception of race in
mind.

While race is conventionally equated with skin color, its familiar
observable criteria, which also include lip eversion, hair texture, facial



bone structure, and timbre of voice, do not define “race.” Rather, these
traits serve as contingent indicators of ancestry. They are “stereotypes”
in Putnam’s (1975; also see Kripke 1973) technical sense that they fix
the references of “Negroid,” “Mongoloid,” and “Caucasoid.” Moreover,
because people are grouped by a number of traits combined into
gestalts, everyday ascriptions of race are highly reliable. Indians,
although dark-skinned, are seldom confused with Negroids; some
Caucasoids may have thinner hair than a few Negroids, but no
Caucasoid has thin curly hair, dark skin, everted lips, and a broad, flat
nose. The passers-by classified as black, white, and Asian in our
thought experiment would almost certainly turn out to be of
predominantly African, European, and Asian ancestry, respectively.

It is sometimes objected that the ordinary indicia of race do not
“relate inherently to behavior and potentials” (Yee 1992: 110), but they
do not have to. They are observable correlates of geographical origin,
used to identify that less observable trait. Having certain facial
features, say, picks out individuals of Asian ancestry, just as being the
first heavenly body visible at dusk picks out the planet Venus. The look
of members of a given race bears the same relation to the race’s
inherent properties that prominence in the evening sky bears to such
inherent properties of Venus as its mass. Racial appearance associates
with further genetic differences, if such associations exist, because the
environments that differentiated appearance also differentiated gene
pools. A characteristic appearance and (let us assume) level of
genotypic intelligence would then be co-effects of a common cause, not
causes one of the other—just as the evening star does not have the mass
it does because visibility at dusk causes it to, but because visibility at
dusk and that particular mass are co-occurring attributes of the single
entity Venus.?2

The geographical definition of race is operational; there is a routine



procedure for applying it not subject to dispute by competent speakers
of English. Everyone understands “ancestor” and “Europe,” so
everyone understands “having European ancestors.” It does not matter
that the ancestries of some individuals are unknown, and unguessable
from the usual indicators. “Molybdenum is harder than chalk” is fully
operationalized as “a sample of molybdenum will scratch a sample of
chalk,” even though few people can recognize samples of molybdenum.

When “race” is operationalized geographically, generalizations about
races acquire clear empirical meaning. Ascribing a trait to the members
of a racial group, whether to all or merely a disproportionate number,
and whether the trait is physical or mental, overt or hidden, behavioral
or genetic, amounts to ascribing that trait to all or a disproportionate
number of people whose ancestors were born in a certain part of the
world. To say the mean intelligence of whites exceeds that of blacks is
to say that the mean intelligence of people of European descent exceeds
that of people of African descent. Every such generalization may be
false, but they are uniformly meaningful.

One might object (as does Diamond [1994]) that the race concept is
nonetheless arbitrary, it being possible to group people in many ways
other than ancestry—by the presence of a designated gene, say, or the
ability to digest milk, or fingerprint whorls. Still, given a classificatory
criterion, it becomes a matter of empirical fact, not human choice,
whether that criterion correlates with further, independently specified
traits. There is no objectively “right” way to classify land areas, which
may be grouped by latitude, rainfall, height above sea level, or fauna,
but once a principle of grouping is adopted—rainfall, say—the
correlation of this variable with others, such as crop yield, does become
a completely objective question. Nor does the greater genetic diversity
of Negroids (defined geographically) compared to all other populations
combined make talk of Caucasoid/Negroid differences “senseless™



(Gould 1995). Once again, there is more genetic diversity among dogs
than giraffes, yet it makes perfect sense to say that giraffes are taller
than dogs. It remains possible that certain patterns hold across all
populations of African ancestry.

In rather the reverse direction, it has been argued (by, e.g., Hoffman
1994) that, since the races as defined by ancestry differ in genetic
material by only .0012%, their differences must be insignificant. This
figure is misleading, to begin with, for, after all, humans and
chimpanzees share 98.5% of their genes (Caccone and Powell 1989;
Gibbons 1990)—because humans and chimps agree in having arms,
legs, lungs, and other large gene-built structures. More important,
subtle genetic differences can have large “non-linear” effects. The
nervous system of a virtuoso pianist differs very little in number of
shared genes from that of the average person. The consequences of an
.0012% difference in genetic material between ancestral lines is an
empirical question that cannot be answered by a priori numerical
considerations.

To anyone bent on denying come what may that race is a useful
concept, I surrender the word “race.” Such an individual may read what
follows not as a discussion of race differences at all, but of differences
between descendants of Africans and Eurasians. Nothing is lost but a
word.

Phenotype and Genotype

Central to genetics is the phenotype/genotype distinction. A
phenotype is any trait of an organism, such as birth weight, adult
height, lifespan, ability to recall telephone numbers, and, if there is
such a thing, intelligence. Phenotypes are the joint product of an
organism’s genes and the environment in which it develops. A gene, in
turn, may be thought of for the moment as a stretch of chromosome



short enough to retain its identity over many generations; the totality of
an organism’s genes is its genotype. (Two organisms with chemically
identical chromosomes are said to have the same genotype.) The genes
that determine a phenotype generally come in pairs matched by
position on pairs of chromosomes. One of these “alleles” may be more
influential than, or dominate, the other. “The gene” for a trait often
refers to the chromosomal loci of its alleles. (I take these usages from
Falconer [1989: 111], although the totality of an organism’s genes is
sometimes called its genome, and an allelic variant at particular loci
that control a phenotypic trait the genotype for that trait.)

A phenotype is said to “express” a gene; a phenotype expressing the
joint effect of many genes is “polygenic.”3 Conversely, a “pleiotropic”
gene may express itself in more than one phenotype. Yet, while the
gene-phenotype link is thus many-many, it remains convenient to speak
of a “tallness gene,” the “intelligence gene,” and so on, as long as those
phrases are understood to mean whatever bits of chromosome influence
height or intelligence, not necessarily single entities.

Environment always mediates the action of genes; a genotype may
express itself differently in different environments, and different
genotypes may express themselves differently in the same
environment. Genes are sometimes said to “code for” enzymes directly,
which enzymes build tissues, which tissues build organisms, whose
phenotypic traits are thus coded for indirectly. However, the
direct/indirect distinction, although natural, is a matter of degree, since
even the smallest step of protein synthesis will occur only in certain
chemical environments. While a trait’s intuitive “distance” from a gene
may be measured by the predictability of the trait given the gene’s
presence (see Symons 1979: 43-44), this distance is never 0. Genes
abstracted from all environments would be inert, if sense could be
made of a gene or anything else situated in no environment.



Despite the interaction of genes and environment, it is an error to
infer that environmental manipulation can make any genotype express
itself in any way and therefore that genes really don’t matter. This non
sequitur is particularly common in connection with race differences,
and is discussed in chapters 4 and 8. True, no gene expresses itself
without an environment, but a given gene’s range of expression may be
quite limited, and exclude some phenotypes altogether. Good nutrition
aids growth, but no diet can make a man 10 feet tall, and there may be
genes from which no diet can coax heights greater than 6 feet.
Moreover, while the phenotypic expressions of each of a pair of genes
may be plastic, the difference between their expressions need not be.
One diet may elicit a height of 5’ 10” from Mr. A’s genes and another
diet a height of 6’ 2”; the same pair of diets may elicit heights of 5’ 4”
and 5’ 8” from Mr. B’s genes. The heights of both men vary, but in any
one environment their height difference is a constant 6”. Even
restricting the favorable diet to B and imposing the unfavorable one on
A will leave B 2” shorter. A related error is that of regarding a
phenotypic difference as somehow unreal if it expresses the same gene
in different environments. Should A be genetically identical to B but 2
inches taller because of better nutrition during childhood, A really is 2
inches taller than B. All that follows from A and B having the same
gene for tallness is that they would have been the same height had they
been raised alike, not that they (“really”) are. Similarly, if A has an I1Q
of 120 and B an IQ of 100 for purely environmental reasons, A really
does have more of whatever IQ measures.

Selection

Organisms evolve via natural selection. Environments differentiate
phenotypes that enhance reproductive success, or “confer fitness,” from
those that do not; fitness-conferring phenotypes are transmitted by the
genes these phenotypes express. The unit of selection, the successful or



unsuccessful reproducer, is thus the genotype.4 By definition, then, a
gene is fit, in an environment, when its phenotypic expression
facilitates its replication. Fitness itself—of genotypes or organisms—is
measured by the number of reproducing copies of itself an entity
produces. Fitness may be generalized to inclusive fitness (Hamilton
1964), the number of relatives left in the next generation weighted by
their genetic closeness. Thus, a man survived by two children, each of
whom shares half his genes, is less inclusively fit than a man survived
by five nephews, each of whom shares a quarter of his genes. One
genotype is inclusively more fit than another if the weighted sum of the
partial copies of the one after a single generation exceeds the weighted
sum of the partial copies of the other.

While the basic unit of selection is the genotype, the notion of
“fitness” can be extended to organisms and other entities. Groups can
be assessed for fitness by their likelihood of survival, and a group trait
may be said to confer fitness if, other things being equal, groups with
that trait outlast groups lacking it. As a rule, the persistence of a trait
cannot be explained by its contribution to individual or group survival
—contribution to inclusive genetic fitness alone is explanatory—but
even this rule can occasionally be relaxed.



2.2. STATISTICS

Descriptive Statistics

Readers familiar with elementary statistics may omit this section;
nonmathematical readers may wish to consult the summary at the end.

The basic statistical concept is that of a variable taking a range of
values in a population. Among men, for instance, the variable of height
takes values between 36" and 96". If each value of a variable x is
plotted against the proportion of the population attaining that value, the
resultant graph is called a distribution. In Figure 2.1, each point on the
x axis represents a height, and the corresponding point on the y axis
represents the proportion of men of that height.> Height distributes
“normally,” in the familiar bell-curve pattern of effects of multiple
independent causes. The mean of x, or x, is its average value in the
population. The mean height of American men is about 70", so that a
height of 76" deviates from the mean by 6 inches. The standard
deviation SD of a distribution (often denoted ©) is the typical distance
of a value of x from x. Because some deviations exceed the mean and
others fall below it, canceling each other, SD is calculated by first
squaring each deviation to make all numbers positive, averaging these
squares, then extracting the square root of this average. SD for height,
for instance, is roughly 2". The position of a value in a distribution is
often indicated by its distance from the mean in units of SD, denoted
“z”; a height of 76", 3 SD above the mean, thus lies at +3z.

Figure 2.1
The Normal Distribution for Height
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The square of a distribution’s standard deviation, its variance, is
often used in describing connections between variables. Suppose the
variance in height among men who consume the same number of
calories per day is smaller than that among men generally, suggesting a
relation between appetite and height. For each number n, find the ratio
of the variance in height among men who consume n calories per day to
the overall variance in height; the average of these ratios measures the
extent to which fixing calorie intake reduces variation in height. If that
average is .25, for example, calorie consumption is said to explain 25%
of the variance in height. This does not mean that men would be 25%
shorter if they starved; it means that v25% = 50% of a man’s deviation
from the height mean is due to his deviation from the mean for caloric
intake.

Figure 2.2
Reduction in Variance
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The square root of the variance in one variable x explained by
another y, written r, is called their coefficient of correlation. An r of 1
expresses perfect correlation between two variables, an r of —1 perfect
inverse correlation, anr of 0 thatx andy are independent; in our
example, r for height and calories consumed is V.25 = .5. In general, the
r between x and y estimates how much more accurately you will predict
the x-value of a member of a population from his y-value than by
guessing that he instantiates the mean value x. To see why, consider
Figure 2.2 (similar to Figure 3.4 in the discussion of race bias in
chapter 3). Suppose height h and calorie intake c are both plotted along
a common axis. Suppose too that Mr. A’s calorie consumption lies 1 SD
above the calorie mean. The wide curve is the distribution of height
among all men, the narrow curve the distribution of height among men
who eat like A. Since r is .5, the SD of the height curve for men who eat
alike, for instance like A, is half the SD of the wide curve, so the mean
height for men generally is two narrow-curve standard deviations to the
left of the narrow-curve mean. According to the “z tables” found in
statistics texts, 2.3% of a distribution lies more than 2 SD to the left of
its mean. So the odds are 100/2.3 = 43 to 1 that A is taller than average.
Note that, since the variance inx explained by y is defined as a
proportion of x’s total variance, the sum of the variances explained by



all variables associated with x is 1. This is not true of correlation,
because of the nonlinear relation between correlation and variance.

Three points about correlation should be kept in mind. The first is
not to be mesmerized by the precept that “correlation does not imply
causality.” The precept itself is true as far as it goes. Food intake might
correlate with height because appetite controls growth, because growth
controls appetite, or because both are controlled by some underlying
metabolic process. In the latter two cases low caloric intake does not
stunt growth, yet reducing variation in caloric intake still reduces
variation in height—by screening out extreme bodies that consume
extreme numbers of calories or by screening out extremes of the
underlying process that produces extreme heights. Correlation can be
coincidental: Gould (1981: 242) cites a spurious ten-year correlation
between his age and the price of gasoline. However, in a wide range of
cases correlation does reveal causation of some sort. Changes in calorie
intake patently cause as well as associate with changes in weight.
Gould’s example depends on being defined over a minute population
(of years), whereas a correlation holding over an indefinitely large
population is more probably nonaccidental, or what inductive logicians
call “projectible.” A projectible correlation does not reveal the
direction of causality or rule out underlying variables. Eating does not
cause growth if growth causes eating or metabolism causes both. Still,
in neither of the latter two cases would the correlation between eating
and growth be coincidental; it would indicate causal relations (see
Meehl 1989: 542-543).

Second, while large correlations are usually more informative than
small, any significant r disconfirms a hypothesis predicting that two
variables are unrelated. For instance, the idea that IQ tests measure
white socialization predicts a correlation of 0 between IQ and nonsocial
factors like brain size, so a nonzeror between IQ and brain size



suggests that IQ tests measure more.

The third caveat concerns the representation of correlation by
regression lines. Suppose height is graphed against calorie intake. The
larger r is, the more collinear the points will be, as higher values of h
match higher values of c. These data can be summarized by that line
which minimizes the sum of the squares of the distance from each point
to the line, as in Figure 2.3. The equation for this line is height =a x
calories + b. (In the example b = 0.)

Figure 2.3
Regression

Calories

Height

Regressing one variable on another yields an estimate of the value of
the first from a known value of the second. If A consumes 2100 calories
per day, his estimated height in inches, f(A), is a x 2100. The larger r,
the closer fi(A) will lie to A’s real height, h(A). As r approaches 1, the
gap between f(A) and h(A) vanishes, so the ratio —h(A)] + b — h(4)|
approaches 1. In fact, this ratio itself can be thought of as r: The more
closely height and appetite associate, the more any deviation from the
height mean is explained by deviation in calorie consumption. This
situation is illustrated in Figure 2.4, which should be compared with
Figure 3.2 in chapter 3.

Figure 2.4 Predicting Height from Calories
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A variable x may vary less when both y and some further variable z
are held constant. Variation in height among men with equal appetites
decreases further when parents’ height is controlled for. When both y
and z explain some of the variance in x, the relation between all three
can be expressed in a multiple regression equation of the form x = by +
cz + d. Regression lines can also be curved.

This leads to the third caveat: whether the relation between two
variables x andy is expressed as correlation (r) or proportion of
variance explained (r2) is a matter of indifference. Gould (1994) and
others have complained that Herrnstein and Murray (1994) exaggerate
the relation between IQ and correlates like poverty® by using r, which,
when positive, always exceeds r2. In fact, both numbers are simply
alternative representations of the underlying datum, the difference
between the average distance from the population mean of x wheny
varies and when y does not.

Summary: The standard deviation and its square, the variance,
indicate the spread of a distribution. The correlation between two
variables and the variance in one explained by the other measure the
extent to which changes in the variables go together. Regression
predicts the value of one variable from another it is “regressed on.”



Testing Hypotheses

Scientific hypotheses are judged by their predictive accuracy. An
hypothesis is confirmed by data that would be expected if and only if it
were true, and disconfirmed by data that would not be expected were it
true. Hypotheses too vague to yield predictions, as many environmental
explanations of race differences prove to be, are disregarded.

To be sure, many scientists favor a Popperian “falsificationist”
methodology according to which hypotheses are never confirmed by
data they predict, only, at best, shown to be “consistent” with those
data. Scientists who take more positive “maximum likelihood” and
“Bayesian” approaches heed the principle that that hypothesis is most
likely that makes the data most likely. The more probable it is that the
data would be observed were the hypothesis true, the more probable is
the hypothesis itself.” On this approach, if two competing hypotheses h
and h’ are initially equally probable, the available evidence e makes h
more probable8 than h’ if e is more probable given h than given h’. The
more the world looks the way a theory says it should look, the likelier
the theory. Thus, the question to ask about race differences in
phenotypic intelligence is whether the world looks more as it would be
expected to look if the races were of equal intelligence or more as it
would if they were not, and the question to ask when comparing
environmental to genetic explanations of a phenotypic race difference
is whether the world looks more as it would be expected to look if
genetic variation caused that difference, or more as it would be
expected to look if environmental variation caused it.

How improbable a hypothesis must be before it is too improbable to
take seriously has no objective answer. A “confidence level” of .05 is
customary, meaning that a hypothesis is rejected when the odds are less
than 1 in 20 that the data would be observed were the hypothesis true,
where “rejecting” a hypothesis means ignoring it when making plans.?



Lower confidence levels are appropriate when rejection of truth is
highly undesirable, higher ones when acceptance of error is highly
undesirable.

Descriptive statistics provide data. However, statistical hypotheses
predict only what will probably happen, not what definitely will, so
cannot be compared to data directly, a circumstance that has prompted
the development of measures of fit between the two. A description of
one such measure,t, conveys an idea of the reasoning involved.
Suppose it is conjectured thatx =m in a certain population—for
instance, that 1Q for blacks = 100 = IQ for whites. A sample of size n is
found to have a mean of m’ and a standard deviation of s. How common
are n-sized samples with mean m’ and SD s when x is m? (How likely
would a mean IQ of 85 and an SD of 12 be in a random sample of 10
blacks if 1Q for blacks is 100?) We reason that, if the population mean
is m, both m — m’, and therefore (m — m*)/(s /Vn), should be small. The
latter term is t: the larger ¢ is, the less likely it is that x = m. In our
example, t is 3.95. Statisticians have compiled “t tables” giving the
probability of observed values of t for specified values of s, m, m’, and
n; the probability that t > 3.95 in our example turns out to be less than
.005. The data strongly disconfirm the hypothesis that 1Q for blacks =
100.

One must also bear in mind the idea of “second-order” evidence.
Sometimes, the absence of evidence for a hypothesis is just that: no
evidence has been observed, leaving our estimate of the hypothesis
unchanged. Other times, however, absence of evidence for a hypothesis
amounts to evidence against it, for, were the hypothesis true, some
evidence favoring it would have been observed. We disbelieve in Santa
Claus not only because his exploits defy known natural laws, but
because, if there were a Santa Claus, he would have been spotted by
now.10 The very fact that there is no (first-order) evidence for his



existence—that no-one has ever seen him—is evidence that he does not
exist. Arguably, if the races are equal in intelligence there should be a
good deal of evidence that they are; absence of such evidence is itself
evidence that the races are not equal.



2.3. NULL HYPOTHESES

It is often computationally convenient to test hypotheses in a form
that sets some parameter equal to 0. For instance, the hypothesis that
race and IQ are unrelated amounts to supposing that r between race and
IQ is 0. Hypotheses of this form are often called “null.” The hypothesis
that IQ is the same for blacks and whites, that is, that IQ for whites —
IQ for blacks = 0, is a null hypothesis.

It should be clear that computational convenience does not bestow
credibility or epistemological priority. Hypotheses setting any
parameter to any value can be assessed by significance tests; there is no
reason to presume null hypotheses inherently more plausible than their
competitors. The point is worth stressing because, when this
presumption is made, the “null hypothesis” terminology creates bias
against phenotypic and genotypic differences. That the difference
between mean black and white IQ = 0, and that genetic variation
explains 0% of any between-race variance in IQ, are both null in form,
so, if null hypotheses are considered acceptable until refuted, the onus
falls on their competitors. In fact, however, null hypotheses about race
and IQ are not innocent until proven guilty. Any reasonable hypothesis
about the size of race differences is as likely a priori as any other.
Should it be insisted that null hypotheses do have special initial
credibility, the null hypotheses about race may be taken to be (a) that
the difference between the mean race difference in IQ and 1 SD is 0 and
(b) that environmental variation explains 0% of any between-race
variation in I1Q. Hypotheses positing parameters of any size can be put
in null form.11

NOTES

1. Reed (1969), Chakraborty et al. (1992); see Hendrick (1984: 75-81) for the statistical
techniques involved.



2. On the relation of identifying traits to scientific definitions, see Kripke (1973), Putnam
(1975), and Boyd (1988).

3. Plomin, Owen, and McGuffin (1994) suggest “QTL”—quantitative trait loci—for genes
that partly determine a phenotype, but QTL yields no adjectival form for phenotypes, so I
retain “polygenic.”

4. 1 thus follow Dawkins (1986: 60). The “unit-of-selection” debate is still active (see
Sterelny 1995), but the Dawkins view seems to be shared by a substantial majority of
working biologists.

5. Strictly speaking, the curve in Figure 2.1 is a density function; the distribution function
for height gives the proportion of the population whose heights are, for a fixed x, less than or
equal to x. However, I follow the widespread usage according to which Figure 2.1 is a
“distribution” because most of the statistical reasoning in this book concerns normal
“distributions” in this popular sense. In general, if f(x) is a probability density function, its

associated distribution function is M-" e Clearly, the probability density at x is the first
derivative of the distribution at x, so the probability of the value x can be approximated by a
“thin strip” around x in the distribution. This technique is used in the discussion of selection
error bias in chapter 3.

6. The question is complicated by Herrnstein and Murray’s use of “logistic” regressions,
whereby 1Q is plotted against the logarithm of the probability of one value of yes/no
variables, such as being in poverty.

7. Lete be evidence, h a hypothesis, and P(p|p’) the probability of p given p’, or
(p&p’)/(p’). If in the latter expression p and p’ are first replaced by h and e, and then by e
and h, we getP(hle) =P(h&e)/P(e) and (e|lh) =P(h&e)/P(h). Then P(h|e)/P(elh) =
[P(h&e)/P(e)]/[P(h&e)/P(h)] = P(h)/P(e). Hence (h/e) = [P(h)/P(e)] x P(e/h).

8. In the ratio P(e|h)/P(e|h’).

9. Dretske (1981: 197-209) judiciously discusses whether belief is definitionally
connected to behavior.

10. More formally, let abe the sentence (Fe)iAhle) > P(h)]. The principle of second-order
evidence is: POJh) > 0 D[(~Ge)Ahle) > AR FA) < P(h)],

11. Nowadays, “null hypothesis” often covers any hypothesis under test, regardless of
mathematical form.



Race Differences in Intelligence and Temperament

3.1. THE BURDEN OF PROOF

A natural starting point for discussing variations in intelligence and
temperament is the psychometric literature. This literature does indeed
reveal large group differences, and I will soon turn to it, but to begin
there creates a false impression—that the scientific results are
surprising, contrary to appearances, or involve a special, technical
sense of the word “intelligence.” In reality, the races appear to differ
apart from any tests. Black children do not perform in school as if they
are as able and motivated as white or Asian children. Black adults do
not succeed in science, art, commerce, or the professions as if they
were as able and motivated as white or Asian adults. On the whole,
blacks encountered in everyday life, in the press, and on television
news broadcasts do not behave like whites or Asians. Moreover,
evidence of the equal intelligence of the races would presumably exist
were the races in fact equal, and be prominently cited by the many
social scientists who passionately believe they are. Yet this does not
happen. Authors like Gould and Kamin tirelessly criticize studies that
show black intelligence to be lower than white, but cite no black
performances that indicate high mean intelligence. This is one of those
cases in which absence of evidence for a hypothesis constitutes
evidence against it. Everyday observation, together with the failure of
egalitarians to produce evidence that the races are equal, disconfirms
racial parity.

To be sure, sufficiently many further assumptions may explain away



ordinary observation and the psychometric data, but the possibility of
explaining away evidence against a hypothesis does not confirm it. In
his Dialogues Concerning Natural Religion, David Hume observed, a
propos the theological problem of evil, that if we already knew that
God exists, we could be sure His existence is somehow consistent with
the evil in the world. But as we are not given this in advance, we must
base religious belief (or disbelief) on “known phenomena” (as Hume
puts it); we must ask whether the supposition of an omnipotent,
benevolent deity predicts the order of things we actually observe. In
case it does not, we may (again in Hume’s words) “pile conjecture atop
hypotheses” to reconcile God with evil, but the whole structure is
baseless. So too, if we knew in advance that the races are equally
intelligent, we could confidently attribute the appearance of lower
black intelligence to distorting factors such as bias. But lacking any
prior assurance of racial parity, appearances are all we have to go on. It
i s possible that various forms of bias rather than lower intelligence
explain black academic failure. Without independent confirmation that
they do, however, this possibility plus failure does not support
intellectual parity.! A race difference in performance may fail to show
an underlying difference in ability, but it cannot show underlying
similarity.

To put matters bluntly, the question is not why anyone would believe
the races are unequal in intelligence, but why anyone would believe
them equal. When someone asserts that black intellectual performance
would equal that of whites were society free of bias, the proper
response is “What makes you think so?” The burden of proof, usually
placed on those who deny the intellectual equality of the races, rests
squarely on those who assert it.



3.2. STEREOTYPES

Everyday impressions might be dismissed as “stereotypes,” but they
are in fact a (modest) source of evidence. This evidence is not strictly
essential to what follows, but “stereotypes” attract so much irrational
scorn that some clarification is in order.

The received view is that ethnic generalizations serve psychological
needs, often disreputable, such as—in the Sartre-Bettelheim theory—
relief of guilt and enhancement of self-worth by projection of forbidden
desires onto an outgroup. On this view, the prevalence of a stereotype is
unrelated to its truth. (Niemann and Secord’s [1995] “ecological”
theory is also adamantly anti-“cognitive.”) An alternative view
(Goldberg 1977, 1992; Hagen 1979) is that stereotypes extrapolate
experience, so tend to be true or contain a germ of truth.

In favor of the second view is the fact that, like many incautiously
worded statements, stereotypes become more plausible when
interpreted charitably. Someone who says “Blacks are criminals” need
not mean that all blacks are criminals or all criminals are black, both
plainly false, but that disproportionately many blacks are criminals,
which is true. Stereotypers are either grossly stupid or misunderstood,
and gross stupidity is less common than misunderstanding.

Furthermore, the received view makes a mystery of flattering
stereotypes, such as German efficiency, and neutral ones, such as the
tendency of Italians to gesticulate while talking, neither suited to
bolstering feelings of superiority. The mystery vanishes if Germans and
Italians are ascribed these traits because they are observed to have
them. Nor does the received view explain how particular groups are
assigned particular traits. If the array of outgroups is a tabula rasa, with
trait ascription independent of observation, which groups get which
traits must be arbitrary. The conventional theory addresses this



problem by calling stereotypes “self-fulfilling,” made true by being
accepted: thus, blacks are said to be good at basketball because
everyone including blacks thinks they are, an expectation that leads
black kids to practice a lot, for that reason excel, and reinforce the
original belief. However, while positive feedback can perhaps help
sustain a stereotype once it is accepted, the question remains of why it
was accepted in the first place. Why were blacks ever thought to be
good at basketball? This problem too vanishes if the ascription of
stereotypes is initially controlled by perception of black ability at that
sport.

Cross-culturally robust stereotypes are unlikely to manifest identical
psychological needs. Generally speaking, the best explanation of a
belief held by numerous noncolluding observers is that the belief is
correct: should ten motorists report seeing a cow in a meadow, it would
be a remarkable coincidence if all ten needed to see a cow. The
hypothesis that they all had similar bovine visual experiences, which
experiences were caused by something bovine, assumes the fewest
coincidences. Likewise, the simplest explanation of robust stereotypes
is that they report reliable observations.

Stereotypes about blacks in particular have shown great constancy.
Pieterse (1992) records the agreement of all European cultures that
blacks are unintelligent, brutal, and highly sexed, a view of blacks
usually associated with pre—civil rights era America. Medieval Arab
slave traders regarded blacks as rhythmic, highly sexed, unintelligent,
and prone to “merriment” (Lewis 1990; also Rushton 1995b). Given
their cultural achievements, Arabs would hardly have “needed” to feel
superior to anyone. They may have been influenced by the servile
status of the blacks they knew, but they did not regard their slaves from
other groups as unintelligent. (Romans prized Greek and Jewish slaves
for their intelligence.) The best explanation of this cross-cultural



concordance is that the blacks observed by Europeans, Americans, and
Arabs displayed the traits in question.

Gordon Allport’s well-known The Nature of Prejudice (1954)
devotes only a few unsystematic pages to the empirical truth of
stereotypes. Helmreich (1982) explores the question more deeply, and
reports that, of 75 generalizations about Jews, blacks, Italians, and
other groups he considers, 25% are true and “about half have a factual
basis.” This is a higher proportion than is predicted by theories
divorcing stereotypic belief from perception.2 Moreover, Helmreich’s
criteria for accuracy are quite restrictive, for, like many people, he
tends to view wrongfully caused traits as unreal, and therefore to
discount stereotypes ascribing traits considered wrongfully caused.
Thus, he rejects the stereotype of black oversensitivity on the grounds
that oversensitivity is a response to oppression. However, if blacks are
oversensitive for whatever reason, this stereotype is literally true.
Blacks might not be to blame for oversensitivity due to oppression, but
that is consistent with—in fact implies—that they are oversensitive.

The blameworthiness of a trait is often confused with its existence
because the existence of a trait is confused with its innateness.
Blameless consequences of an unfortunate environment are not innate,
hence—assuming innate traits alone are real—not really present. And
Helmreich clearly does think stereotypes like black oversensitivity are
false, at bottom, because he takes their source to be nongenetic.
Helmreich is not wrong to exclude environmentally caused traits in
assessing stereotypes, since innateness and immutability3 are elements
in stereotypic thinking. Nonetheless, to the extent that stereotypes are
construed as descriptions of group traits made without reference to
their causes, more than Helmreich’s “about half’ of stereotypes will be
wholly or partly true.

A final point suggesting that stereotypes extrapolate experience is



that they are deemed more acceptable when couched in positive
language. Time magazine criticized the National Football League’s ban
on “spiking” the ball after touchdowns for penalizing what it called
“the black flair”; it is hard to imagine Time citing black “show-
boating” or “extraversion,” although these words differ from “flair”
only in evaluative force. After decrying “the stereotype of the black
man” as “ ‘big, black and hostile,” ” and that of black baseball players
in particular as “difficult,” Joe Morgan goes on to make a case for more
black managers:

Fully recognizing that individuals from any group are individuals, there is nevertheless an
element in black life, in the everyday culture of the black community, that translates into the
personalities of individuals. I can’t find a name for it but I do know that whatever it is would
make them actively different.... The NBA had a certain style before—and after—the arrival
of black people in large numbers at every level of the league. The same would be true in
baseball. (Morgan and Falkner 1993: 293-294)

Were racial generalizations suspect because they are thought to be
false, generalizations couched in favorable language would also be
suspect, which they seldom are.

Stereotypes are strongly condemned in contemporary American
society. Poll data are ambiguous, suggesting that whites, at least, are
increasingly unwilling to assent publicly to any group generalization,
but also that whites are very likely to be thought more intelligent and
less rhythmic than blacks (Plous 1994). Stereotypes persist, so
something must sustain them. An obvious candidate is observation.



3.3. RACE DIFFERENCES IN INTELLIGENCE: TEST DATA

The main scientific evidence of black/white differences in
intelligence is black and white performance on standardized
intelligence tests. Competent authorities agree that, as measured by the
Wechsler Adult Intelligence Scale, the Wechsler Intelligence Scale for
Children, the Raven’s Progressive Matrices, and similar instruments,
the mean IQ of whites exceeds that of American blacks by about one
white standard deviation. When IQ is scaled so that the white mean is
100 and the SD is 15, the black mean is about 85 and the black SD
slightly less than 15 (Sternberg 1994: 899-907).4 This difference was
first observed among Army recruits during World War I, and has
remained fairly constant.

The most thorough survey of the literature through 1966 is Shuey’s
The Testing of Negro Intelligence (1966), which reports 382
comparative studies involving 80 different tests administered to
hundreds of thousands of black and white children, high school and
college students, military personnel, civilian adults, deviates, and
criminals. The average black score in these studies was a bit below 85
and the average white I1Q a bit above 100, with the difference in the
means in the various studies ranging from 12 to 18 points. Numbers are
somewhat misleading because of the variety of tests surveyed; the
stable findings in the Shuey review were that the average black-white
difference was always close to 1 SD and that the white variance almost
always exceeded the black. Overlap, the proportion of black scores at or
above the white comparison group mean, averaged 12% (501). W. E. B.
Du Bois’ reference to “the talented tenth” turns out to have been a
remarkably accurate statistical intuition. In other words, 88% of blacks
—and by definition 50% of whites—score below the white mean. This
50/88 ratio is not constant throughout the 1Q distribution: as we shall
see, the ratio falls when IQ rises.



A better known survey of American education that also appeared in
1966, the Coleman report (Coleman et al. 1966), reached identical
conclusions: “[A]t the end of 12 years of high school ... [t]he Negroes’
averages tend to be about one standard deviation below those of the
whites” (Coleman et al. 1966: 219; also see 221-251, Tables 3.11.1—
3.11.31). The gap has persisted through renormings of IQ tests since
Shuey and Coleman; the black mean on the Wechsler Intelligence Scale
for Children-Revised is 86.4, and the white mean 102.2 (Jensen and
Reynolds 1982: 425).

In what must be considered the definitive study of ability testing by a
neutral scientific body, the National Academy of Science concluded:

Many studies have shown that members of some minority groups tend to score lower on a
variety of commonly used ability tests than do members of the white majority in this country.
The much publicized Coleman study provided comparisons of several racial and ethnic
groups for a national sample of 3rd, 6th, 9th and 12th-grade students on tests of verbal and
nonverbal ability, reading comprehension, mathematics achievement, and general
information. The largest difference in group averages usually existed between blacks and
whites on all tests and at all grade levels. In terms of the distribution of scores for whites, the
average score for blacks was roughly one standard deviation below the average for whites.
Differences of approximately this magnitude were found for all given tests at 6th, 9th and
12th grades.... The roughly one-standard-deviation difference in average test scores between
black and white students in this country found by Coleman et al. is typical of results of other
studies. (Garner and Wigdor 1982, vol. I: 71-72; also see vol. II: 365)

This conclusion was repeated in a subsequent NAS study (Hartigan and
Wigdor 1989: 27). Table 3.1 presents additional studies.

The editors of Profile of American Youth (Office 1982) remark that
“As in the civilian testing experience, there is unanimity of results in
military testing: at each age level and under a variety of social and
geographical conditions, blacks, on the average, regularly score below
whites” (35). Scarr, who favors an environmental explanation of race
differences in IQ, finds that “Mean differences in IQ scores between



racial, ethnic and social-class groups are too well known to be restated
at any length.... Briefly, there is often found an average difference of
10 to 20 points on IQ tests between black and white samples.... In
general, Caucasian, American Indian, Eskimo and Oriental children are
shown to have higher 1Q scores and more rapid cognitive development
than children of African or Australian aboriginal origin, particularly
after the first two years of life” (1981: 37). Bodmer and Cavalli-Sforza,
harsh critics of hereditarianism, cite without demurrer the Kennedy et
al. study which finds an IQ gap of 21 points. Thoday, another critic,
writes: “The essential fact here is that United States ‘Negroes’ score on
the average one standard deviation below the United States mean in IQ
tests” (1976). Brody, something of a skeptic about the interpretation of
IQ tests themselves, nonetheless concedes: “there is general agreement
that on most tests of intelligence ... the mean score of a representative
sample of black Americans would be approximately one standard
deviation below the mean score of a representative sample of white
Americans” (1987: 507). So we may take a consensus to exist among
behavioral scientists that whites typically outscore blacks by about 1
SD on what are conventionally called “intelligence tests.”

Table 3.1
Black-White IQ Differences

Black

T
Source 10 est
Baughman and Dahlstrom Primary Mental Abilities
1968
Bodmer and Cavalli- 80.7
Sforza 1970, citing 101.8a Stanford-Binet

Kennedy et al. 1963
Brody 1992 1SD (None cited)



Broman 1987

Brooks-Gunn, Klebanov,
and Duncan 1996

Dreger and Miller 1968

Gottfredson 1986, from
Hitchcock 1976

Jensen 1973, 1980
Jensen 1981
Jensen and Figueroa 1975

Jensen and Inouye 1980
Jensen and Reynolds 1982
Jensen and Johnson 1993

Jensen 1994

Kennedy et al. 1982

Klineberg 1935a, 1935b

Lynn 1996

Miele 1979
Montie and Fagan 1988
Neisser et al. 1996

Peoples, Fagan, and
Drotar 1995

90
>1
SD

1SD

83.4,
101.8

15
85
85
84

1.14
SD b.c

91.5

.72
SDb

80.7,
101.8

72—
88.5

~1 SD

81
86
1SD

1.15
SDC

Wechsler
SBIS, LM; WPPSI

(Accept Shuey data)

Wechsler-C

WISC-R
(None cited)
WISE

(Various)
WISC-R

WISC

Raven’s Progressive Matrices

Stanford-Binet

Binet, National Intelligence Test

Differential Ability Scale

WISC
Stanford-Binet

(Various)

Stanford-Binet, Fourth Edition



Scarr 1981 20D (None cited)

Armed Forces Qualification Test of
the Armed Services Vocational
Aptitude Battery

Profile of American Youth 1.25
(Office 1982) SD b.d

a. Sample from American South.

b. Mean difference.

c. Weighted average of black and white SDs.
d. Data base for Herrnstein-Murray (1994).

Social and legal prohibitions have made the controlled testing of
blacks increasingly difficult. At this writing, for instance, it is illegal in
California to assess the IQ of black children for placement in special
education classes (Larry P. et al. v. Wilson Riles 1979). There has been
some decrease in the race gap on the Scholastic Achievement (neé
Aptitude) Test (SAT) and American College Test through the early
1990s (Herrnstein and Murray 1994: 290-292; Zelnick 1996: 128-129),
although the gap remains near 1 SD in all cases, and the possibility
cannot be dismissed that test designers have eliminated some questions
which differentiate the races, making the convergence partly
artifactual. Vincent (1991) reports a marked closing of the race gap on
several revised IQ tests for children born since 1970, but his figures
may be misleading; when calibrated in terms of the standard deviations
of the samples, in most cases the race gap is at or near the usual 1 SD.
One of the two most recent studies known to me, that of Peoples,
Fagan, and Drotar (1995), has found the IQs of black and white three-
year-olds in Cleveland to differ by a bit more than 1 SD. This study
used the most recent edition of the Stanford-Binet, which has been
thoroughly screened for bias.> The other study, Brooks-Gunn,
Klebanov, and Duncan (1996) also used the Stanford-Binet on black
and white three-year-olds born in 1985 with low birth weight, finding



an IQ gap of 20 (98 vs. 78); a follow-up using the Wechsler Preschool
found a gap of 18 (103 vs. 85). In both studies the white SD exceeded
the black.

I henceforth use “empirical egalitarianism,” or sometimes simply
“egalitarianism,” to denote the hypothesis of racial equality in mean
phenotypic intelligence, distinguishing it from “normative
egalitarianism,” the view that everyone deserves equal treatment, and
“environmentalism,” the view that any race difference in intelligence
there may be is due wholly to environment.



3.4. CRITICISMS OF IQ

Informed egalitarians accept the race difference in IQ test scores but
dispute its significance, usually for one of the following five reasons:
1) There is no such thing as intelligence—a claim based in turn on the
multiplicity of human abilities, the supposed multiplicity of kinds of
intelligence, or the supposed multiplicity of meanings given the word
“intelligence” by different people and cultures. 2) There may be such a
thing as intelligence, but so-called intelligence tests do not measure it.
3) Intelligence tests may measure the intelligence of whites, but not
that of blacks. 4) Intelligence tests may measure intelligence for all
races, but individual differences in intelligence are due entirely to
environment. 5) Individual differences in intelligence may be due in
part to genetic factors, but race differences are due entirely to
environment.

The tendency of egalitarians to jump from one of these positions to
another makes it hard to keep discussion on track, since each of them is
incompatible with all the rest. If there is no such thing as intelligence,
as 1) asserts, there is nothing for IQ tests to (fail to) measure, and no
intelligence differences to explain environmentally or genetically. To
put the point the other way around, there must be such a characteristic
as intelligence for individuals to differ with respect to it, whatever the
reason. Attributing a race difference to environmental factors is
consistent with blaming it on whites, but not with denying it. To
continue; if, as 2) asserts, IQ tests do not measure intelligence, they do
not measure the intelligence of whites or blacks, nor do their results
about individual or groups need explaining. If intelligence tests are
biased, per 3), there is again no race difference in intelligence to
explain either environmentally or genetically. If—per 4)—all variation
in intelligence is due to environmental variation, genes play no role and
the first clause of 5) is false.



These points of logic may be summed up in two simple precepts.
First, you cannot say there is no such thing as intelligence and that
everyone’s intelligence is equal. If there is no such thing as
intelligence, individuals cannot be compared with respect to it. Second,
you cannot say that racism stunts the mental development black
children and that black children are as intelligent as white. If the
mental development of black children has been stunted by racism or by
anything else, it follows that their intelligence has been limited.6 Lower
black intelligence might then be the fault of whites, but, once again,
individuals and groups may possess traits for which they are not to
blame.

That “environmentally caused” does not imply “unreal” is just an
aspect of the phenotype/genotype distinction. Levels of intelligence are
phenotypes, and whether individuals or groups share a phenotype is an
issue quite separate from why they do (or do not). Phenotypic
differences can be far more obvious than their causes. Should the black
and white intelligence polygene turn out to be identical, and there is a
mean difference in intelligence due entirely to environmental factors,
all that would follow is that blacks would be on average as intelligent
as whites if both were raised identically, and would have been on
average as intelligent as whites had it not been for some environmental
factors, perhaps including racism. It would not follow that blacks are as
intelligent.

In addition to being an error in its own right, conflating phenotypes
with genotypes makes phenotypic differences themselves sound more
dubious than they are. Genotypic variance is a possible explanation of
phenotypic variance, and no hypothesis is as certain as the data it is
proposed to explain. On one favored view of explanation, these data
must be entailed by the hypothesis, hence inherit any independent
support the hypothesis enjoys; on the other hand, a purported



explanatory hypothesis entailed by data just restates the data without
explaining it. In the nature of the case, then, genotypic variance is
always be less certain than phenotypic variance. Consequently,
equating a difference in intelligence with a difference in genes makes
the phenotypic intelligence difference itself appear less certain than it
actually is. Fischer et al. (1996) commit both blunders, persistently
identifying belief in the existence of intelligence with the belief that it
is a “talent largely fixed at birth” that displays “immutability” (22).

Rather than engage objections 1-5 directly while trying to make
egalitarians stay still, it is easier to consider them as they emerge from
a review of IQ tests, and, in the next chapter, a discussion of genetic
factors.



3.5. DEFINING “INTELLIGENCE”

At the intuitive level, “intelligence” means “learning ability.” Other
suggested definitions include the ability to adapt to environmental
changes, to solve problems, to abstract, to generalize, to detect
redundancy, to discriminate, to transform inputs, and, finally,
susceptibility to conditioning, but they are all roughly equivalent.
Adaptation requires learning and generalizing. We call A more
intelligent than B when A catches on more quickly and thoroughly to
which mushrooms are poisonous or which numbers are prime. In thus
catching on, A solves the problem of discriminating poisonous from
nonpoisonous mushrooms—an achievement equally well described as
generalizing or abstracting from experience. This feat increases
reundancy, for when A sees signs of poisonousness, he applies the
generalization he has learned and is unsurprised to find poisonousness
itself. In yet other terms,A’s responses to poisonous mushrooms
become differentiated more quickly than B’s. But an organism can be
conditioned only to features it can discriminate; pigeons can be trained
to peck at dots, but not at prime-numbered arrays of dots. Pigeons can’t
learn the prime/composite distinction.

Faced with these alternatives, I will conservatively follow Richard
Weinberg, who characterizes intelligence as “the ability to learn from
experience and perform mental tasks expertly and effortlessly” (1989:
99).

Block and Dworkin insist (1976a: 416-424) that intelligence tests
must rest on a “theory of intelligence,” an indisputable point insofar as
it means that you cannot detect intelligence or anything else without
some idea of what you are looking for. But it is disputable indeed if it
means that identifying an ability such as intelligence requires
knowledge of its functional or physical basis, or that psychologists



holding rival theories of intelligence may be investigating different
phenomena. All theories of intelligence are theories of the same
phenomenon, namely learning ability. It would be as silly to say that
different cognitive theories yield divergent and possibly conflicting
criteria for intelligence as to say that paleontologists who believe that
birds evolved from dinosaurs and those who believe otherwise use
divergent criteria for “bird.” However much paleontologists may
disagree concerning where birds came from, they agree on what
creature they are talking about. Likewise, there is no disagreement
among learning theorists as to the ability they are trying to measure.
Sternberg et al. (1981) do speak of and compare the “theories” of
intelligence held by laymen and experts, but what they are referring to
(as they sometimes acknowledge) is the meaning given to the phoneme
“intelligence” by laymen and experts. Since laymen and experts speak a
common language, the considerable agreement found by Sternberg et
al. (1981) is hardly surprising. The theories they survey are not of the
sort Block and Dworkin say are necessary for intelligence testing. As
Neisser et al. (1996) put it, “concepts of ‘intelligence’ ” reflect efforts
to organize a certain complex set of phenomena, including the “ability
to understand complex ideas, to adapt effectively to the environment, to
learn from experience, to engage in various forms of reasoning, to
overcome obstacles by taking thought” (77). Anyone who uses
“intelligence” to denote something else is simply changing the subject.

Block and Dworkin and others press the possibility that current
cognitive theories (or nontheories) are so deficient that, on learning
more, “we may decide not to retain the term ‘intelligence’ at all”
(Block and Dworkin 1976a: 428). At one point they suggest as an
analogy that, given how little physics Galileo knew, “temperature” as
he used it was meaningless and his thermometers measured nothing
(420).7 “Intelligence” has also been compared to “phlogiston,”



banished from language by the discovery that no substance is released
during combustion (Gardner 1983: 297), to “witch,” banished along
with belief in supernatural powers, and to “sunrise,” a metaphor that
died with geocentrism. On reflection, however, such precedents show
the reverse of what they are intended to. “Witch” remains a perfectly
good English word, meaning, as it always has, “woman with
supernatural powers.” Indeed, the rejection of supernatural powers
ended accusations of witchcraft precisely because, by perduring
definition, these are the powers a witch must have. Likewise,
“intelligence” will mean what it has always meant, namely “learning
ability,” no matter what anyone discovers. Should human beings prove
incapable of learning—a most remote possibility—it would follow that
no human being has ever been to any degree intelligent. Yet even then,
although “intelligent” would have turned out not to describe anyone, it
would, like “witch,” remain part of language.

But would not such a discovery still undermine “intelligence”? It
hardly matters that “witch” remains well-defined, now that we know
there is no one it is true of. So too, Block and Dworkin seem to suggest,
“intelligence” might fall into disuse through lack of reference. Obvious
as it appears today that people are capable of learning (they might add),
other apparently obvious beliefs have proven false.8

Such broad appeals to human fallibility ignore a vital distinction.
“Sunrise” and “witch” do not refer, and in retrospect never referred,
because built into each is an hypothesis which proved false. An object
can rise only by increasing its distance from a stationary horizon, as the
Sun appears to but does not; since the Sun is actually motionless, it
does not literally rise. For a woman to be a witch she must consort with
the devil, as some women were once thought to but no woman actually
does. “Sunrise” differs in this respect from a word like “dawn,” which
atheoretically names the thickening of morning light, whatever its



explanation, and names something as long as there are mornings. Like
“dawn,” “intelligence” refers to a quasi-observable phenomenon,
namely learning, whatever explains it, and has a reference so long as
this phenomenon exists. Using the word “intelligence” assumes only
that people learn and perform mental tasks, a “theory,” as noted, in
little danger of refutation.



3.6. INTELLIGENCE TESTS AND INTELLIGENCE

“IQ tests,” tests of learning ability, are families of tests of more
specific competencies, such as vocabulary, reading comprehension,
mathematical reasoning, general information, and pattern completion.
Some of their questions are verbal, others are not, some call on
background information and others do not, but all test intelligence in
the intuitive sense of asking the testee to figure something out.
Deciding which one of five shapes goes with four given ones requires
abstracting or “learning” the pattern common to the four; interpreting a
proverb requires a grasp of the principle it expresses. A subject’s “IQ”
is essentially the ratio of the number of questions he answers correctly
to the average number answered correctly by members of a reference
group, usually a large random sample of children or adults asked the
same questions previously. (The relativity of IQ to reference group as a
source of bias is taken up below.) This ratio is multiplied by 100 to
yield a convenient number. Thus, someone who correctly answers
exactly as many questions as the average member of the reference
group is by definition of average intelligence; the ratio of his total to
the reference group mean is 1, and his IQ is 100. If he manages more
correct answers than the reference group mean, his IQ exceeds 100;
fewer correct answers yields an IQ below 100. Scores tend to distribute
normally, with an SD of 15.

Hacking (1995), Fischer et al. (1996: 30-38), and others object that,
because psychometrists retain just those questions that on average half
the reference group answers correctly, the normality of the IQ
distribution is artificial. The standard and quite adequate reply is that
many traits are known to distribute normally and there is no evidence
that whatever IQ measures does not, so inducing normality is harmless.
A reply more pertinent here is that, so long as the adjustments needed
to achieve normality are not themselves racially biased, the unadjusted



shape of a score distribution is irrelevant to race differences. Suppose
75% of a large reference group score below 40, 15% score between 41
and 90, and 10% score above 91 on 100 reasonable questions, and that
the white population as a whole performs likewise. Should 90% of
blacks score below 40, 6% score between 41 and 90, and 4% score
above 91, the test, despite its skewness, reveals an overall black/white
difference. The somewhat artificial normality of the IQ distribution
does not in itself indicate bias.

Many people profess to doubt that a few dozen questions can test a
general mental ability. Yet in other contexts it is accepted that general
abilities can be tested by highly specific tasks: time over a 2-mile run,
for instance, is an excellent indicator of overall physical fitness. The
intuitive quality of IQ tests, apparent to anyone who has ever taken one,
should by no means be ignored, but this is not the main reason for
saying that IQ measures intelligence—or, more circumspectly, that 1Q
measures something, which turns out to be what is ordinarily called
“intelligence.” More important is the positive mutual correlation
between performance on the various IQ subtests, and, decisively, those
between aggregate IQ score and a variety of external variables.

The correlations between scores on the various IQ subtests, and
between scores on different 1Q tests, gravely weaken the familiar
argument that there is no such thing as intelligence because “you can be
smart at one thing and dumb at another.” Gilbert Ryle (1974: 54-55),
an eminent English philosopher, offers an uncompromising statement
of this view:

The ingenious punster may be a silly car-driver; the boy who copes well with intelligence-
tests (so called) might be a lame conversationalist, slow and unretentive in learning foreign
languages or easily outclassed in the school chess-tournaments.... Only occasionally is there
even a weak inference from a person’s possession of a high degree of one species of
intelligence to his possession of a higher degree of another.... [A]t least some species of
intelligence—say, solving crossword-puzzles—are, so far as we know, only randomly



correlated with some others.?

One can readily imagine Ryle denying that there is any such thing as
general athletic ability on the grounds that a good boxer might be a
terrible tennis player and that running speed correlates only randomly
with catching grounders. But suppose good boxers do in fact play better
than average tennis, run fast, and catch grounders uncommonly well. In
that case we would begin to suspect that there is such a thing as athletic
ability, or a small number of abilities, tapped by different sports. And,
Ryle’s confident pronouncements notwithstanding, able arithmetical
reasoners do do unusually well on verbal analogies, are unusually adept
at spotting patterns, and display large vocabularies. Those who “cope
well” with IQ tests are seldom slow and unretentive in foreign
languages, and even Ryle stops short of claiming, what he has
committed himself to, that a boy who copes ill “on intelligence-tests
(so called)” might prove “quick and retentive” in advanced
mathematics. So it is natural to suspect some one ability, or small
group of abilities, being tapped by all IQ subtests. In psychometric
jargon, a collection of correlations between several variables is a
“manifold,” said to be “positive” when all the correlations are. The
positive manifold between IQ subtests, and between various IQ tests,
supports the existence of a general mental ability.

To grasp something of the mathematics involved in this inference,
imagine tests of three physical abilities: Grip Pressure, Push-ups in One
Minute, and Running Speed with Full Pack, all positively correlated as
in Table 3.2. Doing so is not mathematically necessary, but one can
construe this manifold as arising from the correlation of each test with
one underlying factor, which might be called “power.” For suppose the
“loadings” of G, P, and R on power are as in Table 3.3. One may think
of 69% of (the deviation from the mean for) grip pressure as due to (the
deviation from the mean for) power, and 84% of (the deviation. from



the mean for) push-ups as due to (deviation from the mean for) power.
So if A and B exert the same grip pressure, 69% of what they have in
common is power, and power is 84% of doing push-ups. A and B thus
share 84% of 69% = 58% of what it takes to do push-ups, or, more
simply, the common overlap of grip pressure with push-up ability is .69
x .84 = .58, the original G/P correlation. The other correlations in Table
3.2 fall out similarly. When the positive correlations between 1Q
subtests are “factor analyzed” in this way, the common factor
extracted, first identified by Charles Spearman, is usually denoted “g,”
or “general ability.” The higher the g-loading of a test, the more it is
taken to measure intelligence. The g-loadings of some IQ tests
approach .9.

Table 3.2
A Manifold of Abilities
Grip Push-Ups Running Speed
] | 58 54
P 58 ] 65
R 54 b5 ]

The remark that extraction of a single factor from a positive
manifold is not mathematically necessary, is true in two senses: one
need not extract a single factor, and one need not extract any factor.
Each point has been taken to show the arbitrariness of interpreting 1Q
as a measure of intelligence.

Table 3.3
Loadings on Power

(irip Push-Ups Running Speed

Power 69 B4 T8




3.7. PSYCHOMETRIC g VERSUS CLUSTERS

Consider first why no single factor need be extracted from a
manifold. To continue with our example, the correlations in Table 3.2
can also be retrieved if G, P and R are taken to load on two uncorrelated
factors, as in Table 3.4. The overlap of G and P on Factor 1 is .8 x .6 =
48, and .5 x .2 = .10 on Factor 2. The sum of the overlaps is .58, the
original G/P correlation, and since the two factors have been assumed
to be independent, there is no danger of counting twice. The rest of
Table 3.2 can be retrieved in like manner.10

Tables 3.3 and 3.4 illustrate the general point that factor analysis,
like any mathematical technique, is simply a method of representing
data that cannot do our thinking for us. The two-factor representation
may provide more insight in the example we have followed, for when
Factor 1 is thought of as “strength” and Factor 2 as “endurance,” it says
that grip pressure depends mostly on strength, push-ups depend about
equally on strength and endurance, and running with full pack depends
somewhat more on endurance than strength. Factorization resembles
the resolution of motion into vectors. The sliding of a penny northeast
across the xy-plane can be represented by a single vector pointing in the
direction of motion, or by two vectors, one pointing north and the other
east; which representation conforms more closely to reality cannot be
decided a priori. If someone has flicked the penny with his finger
toward the upper right corner, the first representation is more realistic;
if the penny is being tugged by two strings, one pulling northward and
the other eastward, the second representation is.!1

But this indeterminacy of factor analysis—it has been argued—
removes any compelling reason to think that some one ability
contributes to performance on all IQ subtests. Perhaps several abilities,
possibly themselves correlated, are at work. The chief proponent of a



multifactor approach, L. L. Thurstone, posited a cluster of “primary
abilities,” including memory, word fluency, numerical ability, and
perceptual speed, and Spearman’s followers certainly concede the
existence of specific mental abilities and “group factors”—factors on
which some but not all IQ subtests load—such as spatial reasoning.

Table 3.4
A Two-Factor Analysis

Grip  Push-Ups  Running Speed  Factor | Factor 2

Fl B 6 k. l 0
F2 | 5 | 0 1

The g/primary abilities debate is a technical one within psychology
and applied statistics that I avoid henceforth, except to note here that g
presently enjoys considerable support among psychologists (see Carroll
1991, 1993: 624) and on later occasions parenthetically noting data
relevant to g. This agnosticism is possible because, contrary to what is
often asserted, g is irrelevant to the interpretation and possible genetic
causation of race differences in IQ.

Prima facie, the whole issue of group differences seems to dissolve
should g be abandoned. How can there be group (or individual)
differences in intelligence if there is no such trait? Gould’s objection to
all talk of variation in mental ability hinges on the indeterminacy of
factor analysis (1981: 309), which he joins to the “reification” problem
considered below, and his recent publications (see 1994, esp. 143—-144)
retain the assumption that talk of mental ability and speculation about
its origin are meaningless without g. Fischer et al. (1996) also take the
debate to turn on whether intelligence is a unified ability (see, e.g., 55).
But this is a mistake. Allowing—which has yet to be discussed—that
IQ tests are unbiased, the races must differ in whatever it is that I1Q
tests measure, whether that is a unitary g or something(s) else. For



suppose IQ measures no one general ability, but an aggregate of
Thurstone’s primaries or some other, possibly quite numerous, set,
perhaps with a different loading on each. All that would change is that,
where we might once have inferred that the races differ in g, we would
now infer that they differ in the primary abilities. What had previously
been explained by variance in g would now be explained by (possibly
heterogeneous) variances in the primaries. In particular, what might
have been explained by low black g, such as poor academic
performance, would now be explained by low black levels of some or
all of these abilities, such as numerical reasoning. To the extent that
genetic factors explain race differences in IQ test performance, IQ tests
would now be understood to reveal race differences in the several
(poly)genes controlling the various primary abilities rather than in the
(poly)gene controlling g, and anyone disturbed by the prospect of
genetic race differences in g should presumably be just as disturbed by
genetic race differences in more specific abilities. Finally, from the
moral point of view, if genetic race differences in g relieve whites of
responsibility for low black attainment, so would genetic differences in
the primaries. Grant that blacks cannot be genetically less intelligent
than whites because intelligence is a fiction: nothing changes
conceptually or morally if blacks are genetically less fluent and weaker
in mathematics.

For this reason I will sidestep the Spearman/Thurstone controversy
and speak simply of “intelligence,” whether it names a single across-
the-board trait or a composite.l? Race differences ing when the
positive manifold is analyzed to yield a single factor must of
mathematical necessity reappear when the positive manifold is
analyzed multifactorially. In both cases, the analysands are correlations
between tests on which whites systematically outscore blacks, and this
discrepancy must show up somewhere. To the extent that IQ test



performance is heritable, some or all of the primary abilities must of
mathematical necessity turn out to be heritable when the manifold is
analyzed multifactorially. It is hardly surprising that the abilities in the
Thurstone cluster have in fact been found to be highly heritable
(DeFries, Vandenberg, and McClearn 1976), a finding duplicated for
other specific cognitive abilities (see DeFries, Vandenberg, and
McClearn 1976; Nichols 1978; Pedersen et al. 1992). Finally—again
see chapter 4—the inference from high within-group to high between-
group heritability for the primaries is no more but also no less
reasonable than the corresponding inference from a high within-group
to a high between-group heritability for g.



3.8. VERBAL DISPUTES ABOUT “INTELLIGENCE”

I have already touched on some verbal issues; several more remain
to be discussed before turning to the second factor-analytic objection to
IQ tests. In particular, the empirical hypothesis just mentioned that
“intelligence” names a cluster of abilities must be distinguished from
two similar-sounding ideas that amount to little more than redefinitions
of “intelligence.” There is also the idea, which it is convenient to treat
first, that “intelligence” is not descriptive at all, but evaluative. Perhaps
the empirical data presented in forthcoming sections obviate the need
to dissect linguistic fallacies, but these fallacies are so widespread that
ignoring them would be neglectful.

“Intelligence is Inherently Normative”

[W]e can define and measure intelligence only if we can agree on
which sorts of thinking we value most.... [M]easuring intelligence ...
depends on social convention.... [A] useful test is one that accurately
mimics the demands that some particular set of social conventions
makes on us. Whether we should call [the WISC] an intelligence test is
a political question. (Jencks 1992: 104—-105)

Views of this sort confuse the subject of a judgment—here
intelligence, or learning ability—with what can be inferred from
someone’s making the judgment. The fact that we measure intelligence
shows that we are interested in it, but this no more means that what we
are measuring depends on our interests than the fact that millions of
people care enough about their weight to mount a scale each morning
means that body weight depends on the sort of physique we value.
Intelligence itself would exist whether anyone valued it or not, just as
body weight would exist whether or not anyone cared about his figure.
A “convention” is something people freely decide on, and could have



decided differently, like using Roman numerals on clocks; no one’s
learning ability would change were it decided tomorrow that learning
ability is unimportant, just as no one’s weight would change were it
decided tomorrow that fitness is unimportant. Nor does the fact that IQ
tests happen to be designed by (certain) whites, so in that sense
measure what (certain) whites want them to measure, mean that the
uses to which IQ tests are put reflect their designers’ race. Bathroom
scales measure what their largely white creators want them to, the
empirical quantity of weight, without distorting the weight of non-
whites.

“Intelligent” does carry positive connotations, but the horse of
reality must be kept before the cart of language. People don’t admire
intelligence because “intelligent” is a compliment; “intelligent” is a
compliment because people admire intelligence—just as “obese” is
derogatory because people dislike obesity. Apart from relatively pure
commendations and derogations like “good” and “evil,” most
evaluative words acquire their force from the value placed on what they
name. Let some tyrannical authority decree that flabbiness is
henceforth to be labeled “beauty,” and, instead of people coming to
admire flab, “beautiful” will become an insult.

Consensus evaluations are often packed into descriptors, yielding
what Nowell-Smith (1954) called Janus-words. “Rancid,” for instance,
does two communicative jobs. Calling butter “rancid” advises against
eating it, and, since everyone agrees and knows others agree on what
sort of flavor to avoid, “rancid” also denotes that flavor. “Intelligent”
serves a parallel dual function; calling someone “intelligent” conveys a
definite idea of how his mind works, and, because that sort of mind is
admired and known to be admired, praises him as well.

The descriptive element of a Janus-word is usually more central than
the evaluative, for evaluative force, but not its descriptive meaning, can



be canceled. You will raise eyebrows but not be accused of abusing
language should you say you like rancid butter, whereas you will be
accused of abusing language should you use “rancid” of butter that
tastes sweet. Likewise, you can coherently criticize intelligence—
Caesar utters no solecism in saying Cassius “thinks too much”—but
you will not be understood if you insist that someone with an 1Q of 40
is intelligent. Since it is thus possible to agree on what sort of thinking
is intelligent without agreeing on its value, “intelligence” is definable
independently of “the sorts of thinking we value most.”

“There Are Different Kinds of Intelligence”

IQ tests are often said to measure only one sort of intelligence, the
logico-mathematical. Gardner (1983) discerns “musical,” “bodily-
kinesthetic,” and “personal” intelligences as well.

The trouble with such proposals is not that musical and social skills
are fictions; they plainly exist. Something is known of their location in
the brain, as Gardner emphasizes (1983: 63, 212-213). The trouble is
that calling them “intelligences” arbitrarily extends the word
“intelligence” to abilities it did not previously cover, in effect
redefining it.

One litmus test for a disguised redefinition involves the contrast,
mentioned earlier, between meaning and reference. The meaning of an
expression is its dictionary paraphrase; its reference is the set of
objects it is true of. The distinction is patent on reflection. One can
grasp what “world’s busiest canal” means without knowing which canal
it refers to (the Kiel, according to Guinness), and grasp what “Martian
life-form” means without knowing whether it refers to anything at all.
Now, while the precise relation between the two is disputed,!3 there is
general agreement that meaning determines reference. Expressions
with different meanings may either differ or agree in their referents



(“world’s busiest canal” and “canal between the North and Baltic Seas”
differ in meaning, agree in referent), but expressions with the same
meaning, synonyms like “bachelor” and “unmarried man,” or “horse”
and “Pferd,” must agree in reference.l4 Consequently, words with
different referents must differ in meaning. Since “intelligence” as used
by Gardner plainly differs in reference from “intelligence” as
ordinarily used, the two words differ in meaning. The two
“intelligences” are mere homonyms.

The basic point here is quite simple. As most people use
“intelligent,” Einstein is a paradigm of intelligence while Babe Ruth is
not; as Gardner uses it, Babe Ruth is as much a paradigm as Einstein.
Normally, anyone who announced, “On my definition, Babe Ruth is as
smart as Einstein” would be accused of playing with words. By this
standard, the multiple intelligence theory is wordplay, pouring new
wine into old verbal bottles.

Of course, a dispute about words may express a substantive
disagreement. You and I might both use “intelligent” in its customary
sense, yet you call Smith “smart” while I do not because we disagree
about his intelligence. But Gardner’s departure from received usage
plainly does not join issues of fact. In order to disagree in substance
about Smith’s intelligence, we must first agree on the sort of data that
bears on who is right. You would probably mention Smith’s physics
degree, supposing he has one, on the assumption that we both regard a
grasp of physics as a sign of intelligence. But if I blithely deny that
mastery of physics counts—if we keep finding ourselves at odds about
what intelligent people are like—we probably are using “intelligence”
in different senses. We might conceivably both be talking about the
same something (e.g., learning ability) yet hold such different theories
of how this something manifests itself that we seem to be working at
cross purposes; but the longer miscommunication persists the less



likely this becomes. Gardner is talking past, not disagreeing with, the
rest of us because he evidently rejects the usual criteria for intelligence.

Some extensions of familiar words, like computer “memory,” are
well motivated. Generally speaking, a word may reasonably be
stretched to cover new cases that resemble its standard reference in
some significant way(s). Talk of “computer memory,” for instance, is
warranted by the similarity of literal memory to data storage. Extended
usages are metaphors, meant to point up unnoticed or underappreciated
analogies, and are frivolous absent such analogies. How does Gardner’s
wordplay fare by that standard? Six of the analogies he cites between
learning and other abilities, as embodied in his first six criteria for a
trait’s being “an intelligence,” are isolability by brain damage, display
to an exceptional degree by prodigies, presence of core “operations,”
development in a recognizable sequence, possession of a plausible
evolutionary function, and susceptibility of encoding in a “symbol
system” (Gardner 1983: 63-67).15 The last is highly misleading, since
it seems, plausibly, to associate “intelligence” with the capacity to
manipulate abstractions, yet Gardner understands “symbol system” so
widely that a boxing match becomes “a dialogue between bodies, a
rapid debate between two sets of intelligences” (207, citing Norman
Mailer). Gardner has apparently confused an activity’s being
describable by a symbol system with its requiring the use of a symbol
system for its performance. In the former sense, anything whatever,
from the swaying of a wheat field to the motion of the planets, can be
“encoded.” Astronomical bodies need not know the laws of motion to
conform to them. In the latter sense only activities mediated by
manipulation of symbols are encodable, but then athletic skill, and
probably other talents that Gardner specifies, are not “intelligences.”
(Does the forceful Alpha male in a wolf pack use symbols to attain
leadership?)



In any case, Gardner undercuts these first six criteria with his final
one, “support from psychometric findings.” “To the extent that
psychometric results prove unfriendly to my proposed constellation of
intelligences,” he writes, “there is cause for concern” (66). This seems
to imply that an ability is an Gardner-intelligence only when it
correlates with intelligence as conventionally conceived, a requirement
presupposing the validity of “intelligence” in its ordinary sense. What
is more, this new requirement commits Gardner to claiming that the
talents he is concerned with are better predictors than previously
thought of anything “psychometric results” predict. Yet he does not
(and cannot) make this claim, and he wrongly denies the positive
manifold of IQ test correlations (see e.g. 18—19). Nor does he pretend
to show that leadership etc. and abstract thought are produced by the
same underlying mechanism. So Gardner vacillates, sometimes relying
on “intelligence” in the old sense—counting a talent as an
“intelligence” only when it covaries with IQ—at other times changing
the subject.

There is no foolproof test for the significance of the similarities
between musical, athletic, and cognitive abilities, or, for that matter,
between any two things. A good rule of thumb, though, is that a
significant resemblance can be described in ways that beg no questions,
so that—in particular—a resemblance between intelligence and
something else is “significant” when it can be described without use of
the word “intelligence” itself. There is point to talk of computer
memory because it is possible to say what computer storage and
conscious recall have in common without calling computer storage
“memory”: if Gardner’s redefinition has a point, it should be possible
to say what Babe Ruth and Einstein have in common without calling it
“a form of intelligence.” The common element Gardner has in mind
seems to be excellence at a complex activity involving the nervous



system—hardly sufficient to bring the two under a common rubric.

Homonymy sows confusion. It abets the unearned transfer of
associations from familiar words to new ones, and thereby the transfer
of assent from familiar propositions to new ones that, undisguised,
might be doubted. People persuaded to call athletic ability a “form of
intelligence” will feel compelled to conclude, from their standing
association of “intelligence” with “importance,” that athletics are more
important than previously thought. Those who believe athletics are
undervalued should say so in just those words, arguing the case on its
merits.

“ ‘Intelligence’ Means Different Things in Different Cultures”

A position akin to Gardner’s (1983: 60) is that “ ‘Intelligence’ is not
a fixed one-dimensional trait. Nor does it mean the same thing in all
cultures” (Jencks 1992: 104). Block and Dworkin concur:
“ ‘Intelligence’ is a vague term, often used to refer to different things
in different cultures” (1976a: 412).

Neither position is coherent. To begin with, it is blazingly obvious
that monolingual speakers of languages other than English never mean
or refer to anything by “intelligence,” since “intelligence,” a word of
English not found in their languages, is a word they never use. The
most that a language other than English can contain, and speakers of
that language use, is a synonym for the English word “intelligence.”
Therefore, the most that can sensibly be asked about a tongue other
than English is whether it contains a phrase which means what
“intelligence” means, and, if it does, what that phrase is. That term,
should it exist, is their word for “intelligence.” But a question without
point, because self-answering, is what their word for “intelligence”
means. “Their word for ‘intelligence’ ”—the word in their language,
should there be one, that means “intelligence”—means “intelligence.”



Every culture’s word for “intelligence” is by hypothesis synonymous
with “intelligence,” so the idea that “intelligence ... does not mean the
same thing in every culture” is an absurdity.16 Consider “ehrlich,”
which is German for “honest.” By that fact alone, “ehrlich” cannot be
German for “intelligent.” To insist that “ehrlich” does mean
“intelligent,” and then infer that Germans (unlike us) think intelligence
includes honesty, would be akin to insisting that “pferd” is German for
“dog” and concluding that Germans think dogs whinny.

Block and Dworkin might be understood as saying that a genuine
synonym of “intelligence” in another language may differ in reference
from (our) “intelligence.” Perhaps all cultures agree (as they must) on
what intelligence is, but differ in their beliefs about who has it, just as
you and I disagreed about Smith. Once again, however, we must
establish that a word has been translated correctly before taking what
speakers apply it to as a guide to their beliefs, and, once again, broad
agreement in reference is a criterion for correctness. The very fact that
Germans use “pferd” to refer to horses means that “pferd” should not
be translated as “dog.” Likewise, as Germans use “ehrlich” to refer to
promise-keeping, it would be both preposterous and question-begging
to translate “ehrlich” as “intelligent” and announce that Germans use
their word for intelligence to refer to promise-keeping. Who said
“ehrlich” is German for “intelligent” in the first place?17

The mistake scouted here—construing a mistranslation as a deviant
belief—is made in Wober’s (1974) purported showing that Kigandan
and “Western” concepts of intelligence differ. Wober’s evidence is that
obugezi, which he describes as “the Kiganda equivalent to
‘intelligence,” ” is more closely associated with “social conformity”
than “intelligence” is for Western speakers. Surely, however, the proper
inference from this association is that obugezi is ipso facto not
equivalent to “intelligence” after all, but is a near-equivalent better



translated as “knowledge of cultural forms.” Wober himself says as
much when he remarks that “obugezi is more like wisdom than
intelligence.” If obugezi is more like wisdom than intelligence,
“obugezi” does not mean “intelligence.”

Mistranslation artifacts are confused with unusual beliefs because of
the assumption that every language has a word for everything. Stated
baldly, this assumption is plainly false; the ancient Greeks had no word
for the Christian idea of sin, and few modern languages possess a word
for neutrino. Consequently, the translator must often settle for that
word in a target language which is closest (but not identical) in
meaning to some word of his own. There is nothing wrong with settling
for approximations, but trouble strikes when this closest counterpart is,
absolutely speaking, pretty far from the word the translator is trying to
match and the target language is tacitly assumed to have an exact
equivalent. A rough counterpart having been taken for a synonym, the
resulting loose translation looks like an odd belief. The closest classical
Greek approximation to “sinfulness” was “kakotropia,” which, unlike
“sinfulness,” connoted low birth. It is perfectly all right to identify
“sinfulness” with “kakotropia,” so long as this decision to equate
nonsynonyms is not taken to show that the Greeks had a non-Christian
idea of sin. “Intelligence” can be paired with its closest counterpart in a
foreign tongue—Ilike obugezi, the Kagandan word for integration into
society—so long as this decision is not taken to mean that intelligence
is thought by some to be social integration.18

It is appropriate in this context to mention Flynn’s doubts that I1Q
measures intelligence (Flynn 1984, 1987a). Flynn claims that IQ scores
in the Western world have been rising .3 points per year for six
decades, and that this rise is not an artifact of improved living
conditions (which eliminate low IQs produced by extreme deprivation).
What strikes him is the absence of any corresponding rise in what



constitutes the intelligence of the population: there are not many more
people who “find school easy and can succeed in virtually any
occupation, [whose] achievements are so clear that they fill the pages
of American Men of Science, [who] resemble the famous geniuses.”
Flynn concludes from this disparity that IQ measures “abstract
problem-solving ability,” only a correlate with a weak causal link to
“the real-world problem-solving ability called intelligence” (1987a:
188). Flynn’s interpretation of the his data is questionable because
within generations IQ does correlate with these expected criteria; the
Flynn effect is puzzling, and its full meaning, it seems to me, remains
elusive.l9 What is to be emphasized here is that Flynn accords
“intelligence” a clear fixed meaning, namely “real-world problem-
solving ability,” and recognizes fixed criteria for real improvements in
intelligence. His complaint is that IQ tests do not test it, not that
“intelligence” is in any way ambiguous.

Calling athletic ability or leadership ability “intelligence” no more
changes the intelligence of athletes, or enhances the importance of
leadership for life outcomes, than calling dogs “horses” will make them
whinny. The world is what it is no matter how it is described. That is
why, when dispute focuses on a word, the word is best dropped and the
facts restated without it. Should someone insist that whether Albert
Einstein and Babe Ruth were equally intelligent is culture-relative, it is
best to say that Einstein was better than Ruth at abstract reasoning, and
Ruth better than Einstein at hitting baseballs, whatever those traits are
called. If IQ predicts academic success and brain function, say so in
just those words.20 Indulge interlocutors who won’t call the ability
measured by IQ “intelligence,” or insist on calling that ability and
athletic ability by the same name. As with “race,” surrender the
disputed word.

People who make a point in argument of not understanding



“intelligence” invariably do understand it in all other contexts. They
know an “intelligent” child is one who learns quickly, and that, of the
two, Nobel laureates tend to be more “intelligent” that manual laborers.
To ridicule brain size as a sign of intelligence, Gould observes (1981:
93) that the brain of “the great mathematician” Karl Gauss, a man of
“genius,” was not remarkably large—a fact he cites only because he
agrees and expects his readers to agree that Gauss was highly
intelligent. People pretend not to understand “intelligence,” 1 suspect,
to avoid embarrassment over race. Positing many kinds of intelligence
or meanings for “intelligence” allows them to select an ability
prominently displayed by blacks, dub it “intelligence,” and announce
that, in their different ways, the races are equally “intelligent”—
another example of obscurantism about race differences.



3.9. REIFICATION VERSUS CORRELATION

Recurring to section 3.7, the second objection to the factor-analytic
extraction of g is that clusters of correlations need not be factored at
all. Factors are not new data; they are representations of data already
known, and like any purely mathematical construct may be considered
an artifact. Geographical position is representable by lines of longitude
and latitude, but the Earth’s surface is not literally crosshatched.
Perhaps g is no more real than the equator.

Proponents of this objection accept (as they must) the mathematical
adequacy of factor analysis. Gould for one concedes: “Since most
correlations in the matrix [of correlations between mental tests] are
positive, factor analysis must yield a reasonably strong first principle
component” (1981: 251). The trouble, according to Gould, is that
believing in either g or Thurstone’s primaries commits the fallacy of
“reification” (1981: 310).2! Taking g—or any primary—as more than a
mathematical fiction misconstrues the “wondrously complex” network
of human capabilities as a thing (251) inside the head. He asks:

Can the plethora of causes and phenomena grouped under the rubric
of mental deficiency possibly be ordered usefully on a single scale,
with its implication that each person owes his rank to the relative
amount of a single substance? ... The principle error [is] reification—
in this case, the notion that such a nebulous, socially defined concept as
intelligence might be identified as a “thing” with a locus in the brain.
(1981: 159, 239)

It should be apparent at once that dismissing g or anything else as an
artifact simply because it is not an entity occupying space is to confuse
objectivity or non-artifactuality with being an object. Intelligence is
admittedly not stuff inside the brain, but it does not have to be for
people, behavior, and thought-processes to be objectively characterized



as intelligent, or objectively ordered by relative intelligence. Consider
solubility.22 The solubility of a sugar cube is not a thing or stuff
residing in the cube, capable of being extracted and put on a shelf, yet it
remains an objective fact that sugar dissolves in water. Talk of the
solubility of sugar supported by this fact is perfectly clear to anyone
not determined to misunderstand it. Solubility is not what makes sugar
dissolve—the weakening of molecular bonds does that—but sugar is
soluble nonetheless, and was known to be soluble before anybody knew
about molecules. So, too, the objective fact that sugar dissolves more
rapidly than quartz is what supports the statement that sugar is more
soluble than quartz, or, a stylistic variant, that the solubility of sugar
exceeds that of quartz. It would be obscurantism at best to deny that
sugar is more soluble than quartz because solubility isn’t a “thing.”

Nouns like “intelligence” and “solubility” do not acquire meaning by
naming substances, but through their occurrence in larger contexts
well-defined as wholes. “Solubility” is meaningful because it occurs in
contexts like “The solubility of sugar in water exceeds that of quartz,”
which means, as noted, “Sugar dissolves more rapidly than quartz.” A
particularly close parallel to “intelligence” is “kinetic energy,” ascribed
to bodies by physicists perfectly aware that kinetic energy is not stuff.
“Kinetic energy” is what mathematicians call a functor, the name of a
function,23 its canonical context being “the kinetic-energy-in-ergs of
body b = n.” The value of this function for a body b, kinetic-energy-in-
ergs(b), is determined by the compression b induces in a test spring,
and can be estimated from other indicators, like the dent b makes in a
resisting surface. For b to have more kinetic energy than c just means
that kinetic-energy-in-ergs(b) > Kkinetic-energy-in-ergs(c); for b’s
kinetic energy to change just means that kinetic-energy-in-ergs(b) at
one time > kinetic-energy-in-ergs(b) at a second. The only “things”
there need be for bodies to have kinetic energy, or to differ in kinetic



energy, or for kinetic energy to change, are bodies themselves. From
this same analytic perspective, talk of intelligence is talk that uses the
“intelligence-of” functor, which names that function from individuals
to numbers whose value for an individual is determined by IQ tests and
can be estimated from other indicators. Mr. A is more intelligent than
Mr. B when intelligence(A) > intelligence(b); the only “things” that
need exist for this relation to hold are A and B. Were “intelligence” ill-

defined simply because “intelligence is not a thing,” kinetic energy
would be ill-defined also.24

Notice, incidentally, that solubility can be well-defined without
“ordering all substances on a single scale.” The solvents of two
substances might overlap only partially. One substance might dissolve
more rapidly than another in solvent X, less rapidly in solvent Y. Is-
more-soluble-than, that is, might be a partial ordering. Moreover,
substances can be simultaneously ordered by other physical properties,
such as hardness. It is thus not required, for intelligence to be a real
trait, that it correlate with every human ability or that humans be
“ranked” only according to it. A variety of weightings and partial
orderings are possible. Gould’s insistence that reifiers wish to assess all
humanity along a single dimension is perfectly gratuitous.

Although he usually writes as if he has proven g a fiction, all Gould
actually shows, claims to have shown, or can show is that—what no one
would deny—the reality of g is not logically guaranteed by its factorial
extraction.2> To claim more would commit the textbook fallacy of
arguing from ignorance, in this case inferring that a thing does not exist
because it is not known to exist. Gould concedes that g could be well-
defined, but insists—again indisputably—that acknowledging g
requires “convincing, independent information beyond the fact of
correlation itself” (1981: 251). But he goes far wrong in demanding
that a direct physiological counterpart of g, a “concrete tie” between



“neurological object and factor analysis” (1981: 310), would have to be
found. A neurological tie would suffice to establish g, and below I
mention some recent research that has begun to supply this sort of
“independent information,” but it is by no means necessary. As
solubility reminds us, a trait can be identified absent knowledge of its
structural basis. Sugar was known to be water soluble, and to differ
from quartz in ways relevant to behavior in water, long before anyone
tied dissolution to a “molecular object.”

A less demanding but still sufficient condition for the reality of a
posit, reminiscent of the physicist’s criteria of invariance and
symmetry, is that the posit correlate with a wide range of independent
variables. For unless a multiplicity of reliable correlations are to be
accepted as coincidence, something must be producing them. Consider
why “AQ,” one’s height divided by street address, would be considered
artifactual. The problem is not obscurity; AQ is clearly defined. The
reason no one would think AQ corresponds to anything real, rather, is
lack of predictive power. A person’s AQ tells you nothing else about
him. In contrast, the heat of a substance as measured by thermometer is
considered physically real because it predicts physical state, radiance,
demagnetization, and innumerable other phenomena. Were heat an
artifact, how an object will feel to the touch could no more be predicted
from its temperature than income can be predicted from AQ. Solubility
was considered real before the advent of modern chemistry because
objects that dissolve in water also tend to dissolve in other fluids,
dissolve at rates that vary with the solvent’s temperature, shatter in a
characteristic way, and are stable in behavior over time. (AQ
fluctuates.) A hyper-operationalist Gould of the preatomic era who
protested that “solubility” merely names a manifold of correlations, not
known to correspond to anything that actually underlies the plethora of
causes and phenomena grouped under that rubric, would have been



profoundly confused.

The substantial issue, then, is the number, variety and stability of
external correlates of 1Q. The more there are, the more likely it is that
IQ along with these other variables manifest some underlying reality.
Many critics of 1Q (see, e.g., McClelland 1976: 46-48; Schénemann
1987: 324; Mercer 1984; Fischer et al. 1996: 35, 44) scant this criterion
because they assume all the correlates of 1Q relate to schooling and
test-taking itself, thereby forming a tight circle dismissible in toto as
socialization. But IQ correlates with many nonsocial variables, as we
will see, and these critics (as we will also see) seriously misinterpret
the role played by specific knowledge in test items that assume it.
Multiple manifestation is of more than methodological importance,
however. The hypothesis that IQ measures only white socialization
predicts insignificant correlations between IQ and nonsocial variables.
Significant correlations with such variables disconfirm this
interpretation.



3.10. CORRELATES OF IQ

IQ associates with occupational attainment. The correlation between
individual IQ and occupational status is .5—.7 (Jensen 1980: 341; 1986:
317), and the correlation between the prestige rating of an occupation
and the average 1Q of its incumbents exceeds .9 (Jensen 1980: 343).
The correlation between IQ and on-the-job success increases with the
IQ demands of the job (Hunter 1986: 342-346). Jensen cites
correlations ranging from .0 to .19 between IQ and success in sales and
packing jobs, up to .47 for professional positions (1980: 348); using the
same database, Hunter reports correlations from .27 to .53 (1986: 343).
He also reports correlations from .37 up to .87 between IQ and
successful on-the-job training when the knowledge of trainees is
controlled for. These correlations hold whether job success is judged by
supervisor ratings (which might admit race bias) or anonymous work
samples. Neisser et al. agree that IQ explains about 29% of the variance
in job performance (1996: 83).

The .4 correlation between IQ and overall socioeconomic status
(Jensen and Sinha 1993, Herrnstein and Murray 1994) is noteworthy for
its intermediate size. It is large enough to show that IQ measures
something that affects life outcomes, but too small to sustain the claim
that IQ is merely a proxy for social status, as measured by sociologists.
That the correlation between an individual’s IQ and his parents’ status
is lower than that between his IQ and the status he achieves (Jensen and
Sinha 1993; Neisser et al. 1996) further suggests that IQ is not a status
artifact. IQ correlates with income in ways independent of years of
schooling (Currie and Thomas 1995; Hanushek 1986; R. Weiss 1970;
Ashenfelter and Mooney 1968); a pure IQ x income correlation tends to
be an underestimate because IQ correlates so highly with schooling, but
Jencks (1972: 337) estimates this figure at .35. In prestigious
occupations, those above the 90th percentile in IQ outearn those below



by about 30%, a finding replicated for nonprestigious occupations
(Herrnstein and Murray 1994: 98, 685).

Herrnstein and Murray supply a wealth of data on the relation
between IQ and a large number of variables in a 12,000-person mixed-
race sample. Much of their analysis (127-266) is done on the white
subsample only, which has the disadvantage for present purposes that
within-race correlations bear only indirectly on between-race
phenomena, but the advantage of forestalling the objection that race
differences in IQ and its correlates are due to bias along both
dimensions. Herrnstein and Murray do however present data in their
Appendix 4 for the entire sample. Two are of interest here: the
correlation between 1Q and being below the poverty line is about .32 in
their sample, and that (for women) between IQ and being on welfare
one year after the birth of a child is .56.26

Herrnstein and Murray find an r of .58 connecting 1Q with dropping
out. There is an overall correlation of about .5 between IQ and
academic achievement (Jensen 1980: 316-317; Linn 1982), but this
figure understates the connection. At primary and secondary levels,
where the widest range of abilities is present—and the race difference
in performance most pronounced—r lies in the .6—.7 range (Jensen
1980: 319); it falls to .4-.5 for college students and .3—4 for graduate
students. This shrinkage is due to “range restriction,” which is easy to
explain with an example. The correlation between running speed and
proportion of body fat among world-class sprinters is close to O,
because all world-class sprinters are very lean. What makes one
sprinter faster than another—the sources of variance in speed in that
population—must be something other than their negligible differences
in body fat. Similarly, everyone in graduate school is fairly smart, so
primarily nonintellectual factors like industriousness differentiate
success at that level. But just as the true r between running speed and



body fat is the r for the most representative, i.e. widest, population, the
r most indicative for IQ and academic success is the .6+ among
elementary school children.

IQ associates strongly with crime (Gordon 1975a, 1975b; Hirschi and
Hindelang 1977; Herrnstein and Wilson 1985; Jensen 1980: 359). The
average IQ of imprisoned offenders, white and black, is below 92
(Herrnstein and Wilson 1985: 154), and the average IQ of rapists and
murderers is lower than that of “white collar” criminals—embezzlers
and forgers—in the prison population. Low-IQ boys tend to be more
aggressive (Wilson and Herrnstein 1985: 344). The correlation between
IQ and being interviewed in a correctional facility is about -.3
(Herrnstein and Murray 1994: 621).

Cattell (1950) reports a significant correlation between “general
ability” and being “morally intelligent.” Herrnstein and Wilson
comment that “a person’s level of moral reasoning is correlated with
intelligence, particularly verbal intelligence” (1985: 169). Herrnstein
and Murray (1994) report anr of .28 between IQ and a measure of
prosocial behavior they call the “Middle Class Values Index” (1994:
622). Lawrence Kohlberg, well known for his sequencing of the stages
of moral development, describes findings which “support what we all
know: you have to be cognitively mature to reason morally.... IQ tests
correlate with moral maturity” (1981: 138-9). Among (white)
preadolescents, Mussen et al. (1970) found correlations ranging from
.32 to .62 between IQ, altruism and honesty. IQ also correlates slightly
with sense of humor, stature and myopia (Jensen 1980: 360-362).

IQ is strongly concordant with the ordinary conception of
intelligence; IQ predicts laymen’s judgments of intelligence (Sternberg
et al. 1981), and differences in intelligence are recognized cross-
culturally (Reuning 1981). IQ discriminates those conventionally
viewed as “intellectually gifted” and “mentally retarded” (Jensen



1985c). This correlation is the source of a certain irony, for many
critics of IQ tests also oppose capital punishment, and regularly cite the
low IQs of convicted murderers when arguing against theirexecution
(columnist Anthony Lewis is a prominent example). 1Q would
obviously be irrelevant to culpability if it measured only knowledge of
white culture; we see again how critics of testing themselves implicitly
concede the validity of IQ when testing per se is not the topic.

Egalitarians explain the linkage of IQ to academic and vocational
success, law-abidingness, and morality as a cultural artifact: IQ
measures socialization to white norms that are reinforced in schools,
the workplace, the legal system, and everyday moral assessment, so
that, while there is an underlying factor tapped by IQ and its correlates,
that factor is conformity to white culture, not ability. (Intelligence, on
this theory, is causally and correlationally isolated, and may not exist;
see Fischer et al. 1996.) Some of the external correlates already
mentioned make this explanation difficult to defend. For instance, if
stature correlates with IQ because poor nutrition reduces both IQ and
height, as Gould suggests (1981: 109), one must conclude from the
myopia-IQ correlation that poor nutrition aids vision. More
significantly, the socialization hypothesis predicts an r ~# 0 between IQ
and any variable unrelated to group differences in socialization, and is
therefore disconfirmed by large positive or negative values for r. As
mentioned, large r’s for nonsocial variables have in fact been found.

That increases in brain mass relative to body size parallel the
evolution of intelligence has been recognized for almost a century (see
Jerison 1973), but it was difficult until recently to compare brain size
to intelligence in man because brain measurements had to be post
mortem and often indirect, leaving much room for error. Van Valen
(1974) used available data to suggest a correlation of .3 between IQ and
brain weight. However, the new techniques of magnetic resonance



imaging (MRI) and positron emission tomography (PET) have allowed
measurement of brain size in vivo and its comparison with IQ. Using
MRI, Willerman et al. (1991) found an r of .35 between brain size and
IQ among college students when body size is controlled for. Also using
MRI, Andreasen et al. (1993) obtained r’s ranging from .26 to .56
between IQ and the size of specific brain structures, and an overall r of
.38 between full-scale IQ and gray matter volume. Replications by Raz
et al. (1993) and Wickett, Vernon, and Lee (1994) found correlations
between IQ and brain size of .41 and .47-.49. Egan et al. (1994) found
an r of .32 between IQ and brain size in a sample whose SD for IQ was
9.3.27

Other studies have established a weak (.15 < r < .25) but statistically
significant correlation between IQ and head size (van Valen 1974;
Weinberg et al. 1974; also see Rushton 1995b: 36—41). Jensen (1994)
has established on a data set independent of these earlier studies that
the correlation between head size (and therefore brain size) and IQ
subtest performance increases with subtest loading on the general
factorg. The correlation between a subtest’s g-loading and its
correlation with head size is about .64 (602). (This relation, not implicit
in the factorial definition of g, supports g’s reality.) One should bear in
mind that head size is a crude measure of brain size, so IQ/head size r’s
should be doubled to get associated IQ/brain size r’s. The resulting
estimates closely approximate those derived directly in the MRI and
PET studies.

Far from all variance in IQ is explained by brain size, a relatively
crude measure of neuroanatomical differences. “In all likelihood,”
suggest Andreasen et al., the remainder of the variance is due to
“aspects of brain structure that reflect ‘quality’ rather than ‘quantity’ of
brain tissue: complexity of circuitry, dendritic expansion, number of
synapses [or neurotransmitter] efficiency” (1993: 133). A group at the



University of California at Irvine is investigating some of these factors
using PET scans. Haier et al. (1988) report that performance on the
Ravens Advanced Progressive Matrices, nonverbal pattern completion
tasks recognized as a very pure test of reasoning ability, correlates
negatively with the rate at which the cortex metabolizes glucose, when
controlled against cortical metabolic rates of nontest subjects passively
attending to stimuli. Haier (1993) adds that the largest inverse
correlation involves the left temporal lobe. In a follow-up study of
learning, Haier, Siegel, MaclLachlan, Soderling, Lottenberg, and
Buchsbaum (1992), and Haier, Siegel, Tang, Abel, and Buchsbaum
(1992) found that degree of improvement after practice in the computer
game Tetris correlated with extent of decrease in glucose metabolic
rate. (Improvement in Tetris with practice also correlated with IQ as
measured by the Raven.) Parks, Loewenstein et al. (1988) found
correlations exceeding —5 between performance on a verbal fluency
test and glucose metabolism in the frontal and temporal regions of the
brain (also see the review article Parks, Crockett et al. 1989).

Along similar lines, Raz et al. (1993) found the most robust
correlation to hold between performance on the Cattell Culture-Fair
Intelligence Test and the asymmetry in size between the left and right
hemispheres. Egan et al. (1994) categorized a variety of correlations
between brain size and both cognitive tasks and electrophysiological
responses into those involving white matter, gray matter and
cerebrospinal fluid, suggesting that the first is particularly associated
with verbal IQ, the second with performance IQ, and the third with full-
scale IQ. MRI and PET technologies have become significantly more
refined since these studies were done and could now be used to search
for direct physiological evidence of race differences in brain function,
although attempts to do so would surely generate fierce opposition.28

Head and brain size are unlikely to be determined by socialization.



Head size is fixed by the closing of the cranial sutures in infancy; adult
head size is predicted by head size at birth (Andreassen et al. 1993:
133), and the brain has virtually completed growth by the sixth year
(Blinkov and Glezer 1968: tables 113 and 115, 335-336). One might
conjecture that children with larger, rounder heads are socialized more
diligently in the “white” cognitive style, and, given the correlations
between head size, IQ, race and child-rearing practices (such as
punitiveness of instructional style; see Moore and Erickson 1985), a
weak correlation of this sort might well exist. But causation flowing
from head size to socialization would not necessarily make the head-
size/IQ correlation a socialization artifact. More intense stimulation of
larger-headed  children, should that occur, could be a
genotype/environment correlation, with head size both contributing to
intelligence and triggering an innate tendency in parents or adults
generally to stimulate receptive, large-brained children.29

The socialization hypothesis seems unable to explain the connection
between IQ and brain metabolism, since neither white nor black
children are trained to retard glucose oxidation. It should be
emphasized that if a “white” environment does somehow affect brain
function, that would amount to the white environment increasing
intelligence, and imply a phenotypic difference.

The IQ/attainment correlation would then not be spurious, but a
measure of an environmentally induced race difference in intelligence.
This supposition is likely to remain counterfactual, however, since (for
reasons mentioned in the previous paragraph and chapter 4) brain
development appears to be largely under genetic control.

Jensen has also explored the association of IQ with brain activity
evoked by sensory stimuli. He describes the method:

The subject, with an electrode attached to his scalp, merely sits in a reclining chair and
simply hears a randomly spaced series of auditory “clicks,” stimuli that cannot be regarded as



“cognitive” or “intellectual” by any reasonable definition. The subject is not required to make
any overt or voluntary responses during the session. But brain waves are recorded and
averaged by computer over a given time-locked epoch marked by the occurrence of each
auditory stimulus, yielding a highly distinctive waveform termed the average evoked
potential, or AEP. The main features of interest are the average latency, intraindividual
variability in latency, amplitude, and complexity of the AEP.... All of these measures have
been found to be correlated with scores on various IQ tests. (1986: 323-324)

A similar experiment described by Jensen (1986) involves “EP habituation,” the decrease of
the evoked potential over time, found to correlate .59 with IQ as measured by the Wechsler
Adult Intelligence Scale. (When the manifold is analyzed to yield g, the EP-
habituation/subtest correlation increases with subtest g-loading. Since EP habituation is not a
variable in the manifold from which a general factor is extracted, this finding supports the
reality of g.)

Jensen and associates (see Jensen 1985c: 196, 209) have also studied
“elementary cognitive tasks” involving a console with lights arranged
in a semicircle, buttons just below them, and a “home” button on which
the subject rests his finger. In the simplest experiment a light goes on
and the subject must move his finger to the button below the light. In
another, three lights go on and the subject must press the button below
the one light not adjacent to another. This equipment is sensitive
enough to separate “decision time” from “movement time.” The Jensen
group has found a correlation of —.5 between IQ and reaction time on
these tasks, and correlations as large as —.7 between IQ and
intraindividual variation. The higher an individual’s IQ, in other words,
the lower and less variable his reaction time. There have been
challenges to the care with which Jensen has presented these data
(Carroll 1993) and his interpretation of these data as showing a link
between IQ and speed of neural processing (Sternberg 1988: 43), but
the reaction-time/IQ correlation itself appears not to be in dispute (see
Neisser et al. 1996: 83). This correlation bears on the socialization
hypothesis because white and black children are not differentially
rewarded for pushing buttons when lights go on, so the correlation



should, on the socialization hypothesis, be near 0.

It is theoretically possible that IQ correlates with elementary task
performance within but not between races. If elementary task
performance does not predict IQ when race is allowed to vary, the
within-race correlation between elementary tasks and 1Q would not be
evidence that the between-race difference in IQ expresses a real
cognitive difference. However, Jensen (1987, 1993) has found that
blacks and whites differ in reaction times and intraindividual
variability on these tasks, and that the race differences are greatest on
the most g-loaded tasks. Again, since white children are not reinforced
more than black children for taking a uniform amount of time to push
buttons when lights go on, the IQ difference between blacks and whites
cannot indicate training differences. Jensen also found that black
movement time was as short as white, indicating, as Herrnstein and
Murray point out (1994: 284), that black levels of motivation were as
high as whites, hence that motivation was not a biasing factor.

In other studies, Noble explored race differences in the psychomotor
skills of “rotary pursuit” and “selective mathometer,” the latter
especially resembling Jensen’s elementary tasks.30 White children
outperformed black children on both, with the white learning curve
steeper than the black (Noble 1978: Figures 10.7, 10.8). (Noble notes
two further points suggesting a genetic explanation of this difference.
In both cases, the performance and learning curves of Negroid-
Caucasoid hybrids were intermediate between Caucasoid and Negroid,
and the interindividual heritability of performance on rotor pursuit
early in life is high.)

Another variable intermediate between cognition and purely
physiological response is attentiveness to new phenomena in infancy.
There is an inverse correlation greater than .5 between IQ at four to six
years and, at age six months, time spent watching an old picture when a



new one is made available (Kolata 1987). It is difficult to construe this
correlation as a result of (white) socialization, since the attention of 6-
month-olds cannot be controlled by reinforcement.

The correlations reviewed in this section strongly suggest that 1Q
measures a basic property, or property cluster, of the mind. It might
however be suspected (see Yee et al. 1995; Fischer et al. 1996: 34—-37)
that my larger argument eventually goes circular, since in chapter 8 I
cite the race difference in intelligence to help account for race
differences in many of these same correlates. Can a construct
legitimately be used to explain data previously cited to support the
reality of that very construct?

Yes. A phenomenon may so clearly be the effect of a hypothetical
mechanism that observation of the phenomenon establishes the
mechanism, allowing the mechanism to be assumed to produce the
phenomenon. There is no circle in this reasoning so long as the
mechanism predicts effects other than the ones that prompt its
postulation. Such bootstrapping, common in science, is illustrated by
the discovery of Neptune via the eccentricity of Uranus’ orbit. This
eccentricity could only have been caused by the gravitational tug of an
unknown planet, so astronomers postulated such a planet, gave it a
name (“Neptune”), and used it to explain the orbit of Uranus. This
explanation would have been unfalsifiable had the Uranian eccentricity
been taken to exhaust the evidence for Neptune. In fact, however,
astronomers predicted Neptune’s position and succeeded in observing it
directly. In the same way, using the correlation between IQ and
attainment to validate IQ and then turning around to use IQ to explain
attainment is not self-sealing because IQ correlates with other
phenomena, including physiological ones. In contrast, it is viciously
circular to explain race difference in test performance as a bias effect,
when bias is posited on no basis other than differences in test



performance.



3.11. CORRELATIONS AND “POSITIVISM”

Critics such as Block and Dworkin who deride emphasis on
correlation as  “operationalist” show themselves blind to
nonoperationalist accounts of correlation, and thereby find themselves
embracing the weakest tenets of operationalism. This irony was noted
earlier in Gould’s attack on “reifying.”

Operationalism (or “positivism™), whose heyday extended from the
late nineteenth century to the middle of the twentieth, held that science
is limited to describing relations between observables. Every
measurement procedure was taken to define a distinct concept, with
“several measurements of the same quantity” a misnomer for
agreement between distinct procedures. On this view, distance-as-
determined-by-parallax, for instance, becomes a mere correlate of
distance-as-determined-by-ruler, the one yielding “fifty yards” when,
as a matter of fact, the other does, distance itself as the source of the
concordance being dismissed as superfluous. The view that IQ is
“merely a predictor” exhibits this very refusal to infer multiple
manifestation from correlation.

Students of scientific method eventually decided that operationalism
multiplies concepts far beyond necessity, scants the role of
unobservables in predicting new correlations, and arbitrarily forbids
explanations of correlations themselves. If all there is to science,
indeed reality, are relations between observables, it is pointless to ask
why these relations hold—why water-solubility associates with
alcohol-solubility, or IQ predicts income. Van Fraassen, whose views
accord with positivism, replies (1980) that correlations can be
explained by nonexistent theoretical entities, since the premises of an
explanation need not be true. Such a view seems absurd; for an
explanation to be correct, its premises must be true and the entities it



posits real. It is surely self-defeating to say that sugar dissolves when
the molecular bonds between sugar molecules weaken, and that
molecules do not exist (see Levin 1990: 126-129; Cartwright 1983:
Essay 5). If molecules do not exist, the most one can say is that sugar
acts as if it were made of molecules, and being as if composed of
molecules can’t be what makes sugar dissolve.3!

Turning to induction, consider the conjecture that IQ and its
correlates tap the ability to process data. This conjecture predicts a
smaller r between IQ and the recall of a string of digits in the order
heard than between IQ and recall of the digits in reverse order, since
reversing digits is a mental process. The prediction has been borne out
(Jensen and Figuroa 1975), but the relevant point here is that it could
not have been so much as conceived unless scientists had wondered
what unobservable phenomenon IQ measures and how else this
phenomenon might show itself. A mere list of known correlates, of 1Q
or anything else, suggests no new ones. The operationalist can add new
correlates to his list once they are discovered by others, but he is
limited to playing catch-up. As a heuristic, operationalism is pure
impediment.

For these reasons, a realistic view of constructs has returned to favor.
At the present time, an objection like “IQ tests predict, but so what?”
would be dismissed as doctrinaire in any context other than
psychometrics. Nobody belittles Maxwell’s equations by saying “they
predict radio waves, but so what?” Radio waves are taken to show the
existence of the fields these equations describe. Likewise, the
correlates of IQ are important not because correlation exhausts
scientific knowledge, but for the opposite reason, that they indicate an
underlying reality.

The connection between IQ tests and “intelligence” again involves
the meaning/reference distinction. “Intelligence” does not and never



has meant “what IQ tests tests”; for both layman and psychometrist it
means learning ability. What remains to be discovered is its referent,
whatever structure or architectural feature of the nervous system
produces that ability. But let us suppose—what is in effect supposed by
critics who deny any relation between psychometric “intelligence” and
the everyday word—that “intelligence” did not exist before IQ tests,
and was coined for what IQ tests measure. On the realist view,
“intelligence” would still not have meant “what IQ tests test”; rather,
IQ tests would have fixed the reference of “intelligence” (see
Donnellan 1966; Kripke 1973; Putnam 1975). Many a term enters
language via superficial traits which do not define it, but merely
identify an unknown something for the term to name. “Star,” for
example, was introduced as a name for the points of light in the night
sky, whatever they are. That is still how “star” is explained to children.
Yet “star” has never meant “light in the night sky,” for if it had, the
shrewd surmise that the Sun is a star would have been a contradiction
in terms, and, indeed there would have been no stars had the Earth not
formed. “Star” denotes those things that happen to be visible as lights
in the night sky, and anything else, including things not visible at night,
scientifically similar to them. That is how the Sun, which is from a
scientific standpoint similar to Arcturus, Betelgeuse, and the like, could
turn to be a star, and how stars could exist without an Earth. Just so,
psychometric “intelligence” even if a neologism is not defined by IQ
tests; it names that trait, whatever it is, which displays itself in IQ test
performance, which can display itself in other ways, and which would
have existed had IQ tests never been invented.

Much misunderstanding of the importance of correlation is due to
the circumspectness of psychometrists themselves. Not wishing to
assert or imply that blacks are less intelligent than whites, they often
describe their data as, simply, that “white IQ test performance exceeds



black,” or that “IQ test performance predicts school grades.” This
idiom, which treats 1Q like a crystal ball, as just a predictor with no
underlying mechanism, is consistent with and indeed invites
interpreting IQ and academic performance as joint proxies for white
socialization. If psychometrists refuse to commit themselves to
anything beyond IQ for IQ tests to measure, they have only themselves
to blame for being called positivists.



3.12. OUR CONCLUSIONS TO THIS POINT

In reviewing mental tests, the National Academy of Science was at
pains to determine whether they penalize blacks. It cautioned that
“Tests of general ability ... can too easily be misunderstood to mean
that intelligence is a unitary ability, fixed in amount, unchanged over
time” (Garner and Wigdor 1982: 28). Yet despite these and other
qualifications, its conclusion was essentially the one defended here: “It
is legitimate,” they said, “to speak of general ability and to say that
some people have more of it than others” (28). Indeed, even the
qualifications about unitariness and fixity are misleading. We have
already seen that for many purposes unitariness is a side issue.
Furthermore, IQ stabilizes in childhood (see Brody 1992: 232):r
between IQ at 8 and 17 is about .8 (Brody 1992; also see Neisser et al.
1996: 81), with the correlation between factorial g at 8 and adulthood
higher. In other words, the odds are 2 to 1 that an individual’s adult IQ
will fall within 3 points of his IQ at 8. IQ changes, but not nearly as
erratically as critics, and the wording of Garner and Wigdor, suggest.32

Denying that IQ measures general mental ability involves a good
deal of doublethink. I have already mentioned opponents of testing who
also oppose the execution of low-IQ murderers, and Gould’s (1981)
acknowledgment of Gauss’s genius. (At another point Gould describes
his brother as “intelligent.”) Isaac Asimov, a self-confessed aggressive
“liberal,” makes light of his Army intelligence tests, yet is careful that
his readers know his score was 160 (Asimov 1979) (a score consistent
with his remarkable literary achievements). Gould himself, although
somewhat evasively, allows that a very low score on Binet’s original
scale did indicate retardedness and learning disability (1981: 155)33—
and once low IQ is conceded to correspond to low levels of learning
ability, why should it lose its meaning in its normal range?34



That IQ measures intelligence is also the reader’s belief. I ask him to
call to mind those ten acquaintances he considers the most intelligent
and ask himself how likely he thinks it is that any of them have 1Qs
below 90. If you protest that your judgment has been shaped by the
very white norms that IQ measures, you can probe your attitude more
deeply as follows. First, estimate the marginal monetary value to you
of 50 IQ points. Now ask yourself whether you would take that amount
plus $1,000,000 for letting your IQ be lowered 50 points. If the reader
declines, as I suspect he will, he thinks IQQ measures more than habits
valuable in white society, for he is refusing more than the value of the
habits he would lose. And I suspect the reason the reader will decline is
that he regards those 50 points not as a useful asset, but as essential to
his mind and personality.



3.13. TEST BIAS

A popular objection to gauging black intelligence by IQ is that IQ
tests are biased. This charge overlaps the charge that IQ measures white
socialization, but it also raises new issues.35

The bias objection loses most of its intuitive force on examination of
actual IQ test questions. Some do assume background information,
possibly more accessible to whites than blacks, but most do not. Items
on the nonverbal Raven’s Matrices, for instance, on which black
performance is particularly poor, ask the subject to select the pieces
missing from patterns. Given the ubiquity of patterns in experience, to
say blacks are less familiar with them than whites virtually concedes a
difference in cognitive function. Fischer et al. (1996) come quite close
to this position, excusing poor black performance on backward digit
span with the remark that it “requires familiarity and comfort with
numbers” (189). Unfamiliarity with numbers on the part of anyone
raised in the contemporary United States would certainly indicate a
defect in mental functioning.

Yet perhaps intuition misleads and IQ tests are biased after all. The
first order of business in deciding this is to define bias. Clearly, a test T
for a given trait is biased against a group when group members score
lower on T than nongroup members who possess the trait to the same
degree. Measuring manual dexterity by having the subject trace a
pattern with his right hand is biased against left-handers, because left-
handers will do worse on this test than no-more-dexterous right-
handers, or, equivalently, a left-hander must be more dexterous than a
right-hander to score as well. IQ tests are racially biased if whites
attain higher scores than equally intelligent blacks.

Figure 3.1
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But talk of equally able individuals achieving different scores on T
assumes some criterion for the ability independent of T: T can be
shown to be biased against a group only via some further measure of
the trait tested by T on which group members do as well as nongroup
members with higher T-scores. Bias against left-handers in the tracing
test is shown by the ability of left-handers to assemble bicycles, thread
needles and perform other “criterion” tasks requiring dexterity as
proficiently as right-handers who outscore them at right-handed
tracing. The empirical meaning of bias, then, is underprediction of
criterion variables. IQ tests can be shown to be biased against blacks
just in case blacks outperform whites with the same IQ on other tasks
requiring intelligence, or equivalently, blacks do as well on criterion
tasks as whites with higher 1Qs. Graphically, in Figure 3.1, IQ tests are
biased if the intercept of the regressor for blacks of the criterion
variable on IQ exceeds that of the regressor for whites. The vertical line
through IQ = 95 has blacks outperforming whites with the same IQ by
c’—c, and the horizontal line through ¢’ has blacks with 1Qs of 95 doing
as well on the criterion as whites with IQs of 105. Thus, for instance,
the well-known 200-point race difference in SAT scores (M.-W. Lee
1992; Zelnick 1996: 128) does not, by itself and apart from the



academic record of blacks and whites who achieve identical SAT
scores, show bias. Without a criterion such as academic achievement,
bias is undefined.36

Many people are surprised to learn that standardized tests predict
performance on such criteria as academic achievement and vocational
success as accurately for blacks as for whites. Blacks not only fail to
earn higher grades than whites who have achieved the same SAT
scores, they in fact earn somewhat lower grades than SAT-equivalent
whites (Breland 1979; Herrnstein and Murray 1994), by definition bias
against whites. To cite the National Academy of Science review once
more:

Predictions based on a single equation (either the one for whites or for a combined group of
blacks and whites) generally yield predictions that are quite similar to, or somewhat higher
than, predictions from an equation based on data for blacks. In other words, the results do not
support the notion that the traditional use of test scores in a prediction equation yields
predictions for blacks that systematically underestimate their actual performance. If anything,
there is some indication of the converse, with actual criterion performance being more often
lower than would be indicated by test scores of blacks. Thus, in the technically precise
meaning of the term, ability tests have not been proved to be biased against blacks: that is,
they predict criterion performance as well for blacks as for whites. (Garner and Wigdor 1982,
Vol. I: 77)

The NAS reported the same finding in a 1989 study of the U.S.
Department of Labor’s General Aptitude Test Battery (GATB), in
which the criterion variables—job performance, training success, and
supervisor ratings of job incumbents—measure vocational attainment:
“Analysis of ... 72 validity studies shows that use of a single prediction
equation relating GATB scores to performance criteria for the total
group of applicants would not give predictions that were biased against
black applicants. That is, the test scores would not systematically
underestimate their performance. A total-group equation is somewhat
more likely to overpredict than to underpredict the performance of



black applicants” (Hartigan and Wigdor 1989: 254). As a rule, ability
tests overpredict black criterion performance by about .35 to .5 SD
(Brody 1992: 288-289). In the most recent literature review known to
me, Neisser et al. (1996) conclude that “Considered as predictors of

future performance, the tests do not seem to be biased against African
Americans” (93).

It might be objected that the criteria used to validate IQ tests are
themselves biased, with test scores predicting grades and job
performance as accurately for blacks as whites because discrimination
depresses black academic and job performance along with test scores.
Empirically, erstwhile criterion variables are found to be unbiased
when measured against further criteria; supervisory ratings predict
work sample evaluations equally validly for blacks and whites, for
instance (Schmidt 1988: 286-287). It will be replied in turn that these
secondary criteria may also be racially biased, the whole “system”
being so rigged that predictor and criteria march in lockstep. But this
reply defeats itself, since, for the reasons explained, disqualifying
every criterion deprives the bias hypothesis of empirical content. If the
races are equally intelligent, it should be possible to find a task
intuitively requiring intelligence that blacks perform as well as whites.
To insist time after time that black ability is present but hidden by bias
is like claiming that someone who apparently knows only English can
also speak Pushtu, but never does so because circumstances are never
propitious.

My impression is that egalitarians sense the danger of untestability,
so do not assert categorically that all conceivable criteria are tainted,
but at the same time they stand prepared to reject any particular
criterion on which whites outperform blacks. Since the supply of
potential criteria is limitless, the “bias” hypothesis hangs in limbo—
not quite implicitly defining “biased test” as one on which whites



outscore blacks, yet not quite purporting to state a fact. As a result of
its virtual untestability,37 the charge of bias is often indistinguishable
from admission of real race differences. Hacker says blacks do poorly
on the SAT because

tests like the SAT now reflect not a racial or national corpus of knowledge, but a wider
“modern” consciousness.... “Modern” now stands for the mental and structural modes that
characterize the developed world. It calls for a commitment to science and technology, as
well as skills needed for managing administrative systems. The modern world rests on a
framework of communication and finance, increasingly linked by common discourse and
rules of rationality.... [B]lack Americans spend more of their lives in segregated settings than
even recent immigrants. One outcome of this isolation is that black Americans have less
sustained exposure to the “modern” world than have many members of immigrant groups....
The fact that black modes of perception and expression, which are largely products of
segregation, become impediments to performing well on tests like the SAT reveals that racial
bias remains latent not only in the multiple-choice method, but in the broader expectations set
by the modern world. (1992: 145-146)

“Mental mode needed for mastering rules of rationality” is just a
roundabout description of intelligence, and talk of “impediments”
imposed by “black modes of perception and expression” a windy way
to say that blacks are less intelligent.

Or take Gould’s (1994) distinction between “S-bias,” statistical bias
as defined in Figure 3.1, and “V-bias,” or bias “in the vernacular
sense.” “I agree completely,” says Gould (145), “that [IQ] tests are not
biased—in the statistical sense” (an implicit retraction of chapter 5 of
Gould 1981). The real question, he goes on,

the source of public concern, embodies an entirely different issue, which, unfortunately, uses

the same word. The public wants to know whether blacks average 85 and whites 100 because

society treats blacks unfairly—that is, whether lower black scores record biases in this social
38

sense.

This distinction is muddled. When the public asks what to make of lower black IQ scores, it
evidently has one of two questions in mind. It may want to know whether black scores really
indicate a lower level of mental ability, or merely inadequate test preparation. What is then



being asked, the source of public concern, is whether IQ tests are S-biased. On the other
hand, the public may be conceding that black scores reflect lower intelligence—that is, that
the tests are S-fair—and is asking whether blacks are less intelligent because of genes or
unfair treatment (that is, V-bias). “Bias” as applied to tests continues to mean S-bias, the issue
behind the second question being the processes thatproduce the race gap that IQ tests—
faithfully—record. Bias in those processes, Gould’s V-bias, has nothing to do with tests. To
be sure, people who imagine unjustly caused effects are somehow unreal may well believe
IQ tests are both S-fair (because they faithfully record a black deficit) and V-biased (because
the deficit they record should not exist). But this confusion—abetted by Gould—is not an
ambiguity in “bias.”

Since IQ predicts black criterion performance as accurately as white,
arguments purporting to prove test bias can be expected to fail. Three
nonetheless repay discussion, two because they enjoy popular currency,
the third because it has received attention in the technical literature.

The first argument is the absence of blacks from populations on
which IQ tests are normed. Actually, reference groups have included
blacks for some years,39 but in any case the inference is a non sequitur.
Including more blacks in a normative sample yields questions that
blacks are better able to answer, but if these questions are easier for
blacks because they tap black knowledge rather than reasoning ability,
their inclusion makes tests less indicative of intelligence (and less
predictive).40 On the other hand, if whites are more intelligent than
blacks, adding blacks to the reference group while continuing to reject
nonpredictive questions simply lowers the mean performance of the
reference group while raising the overall mean IQ of whites. Skinny
men can be made more nearly “average” in weight by including more
of them in the calculation of actuarial tables, but this reclassification of
erstwhile average men as overweight makes skinny men no heftier.

The second popular allegation is that IQ tests measure white middle-
class socialization. Some reasons to reject this charge were presented in
connection with the reification issue. There are many others.

(i) Socioeconomic status as social scientists measure it—“SES”—



explains relatively little of the race difference in test scores. A 9-to-12-
point gap remains when status is controlled for (Jensen 1980: 44; also
see Neisser et al. 1996: 94); white children have higher Peabody
Vocabulary Test scores at all income levels (Currie and Thomas 1995).
Lower-class whites consistently do as well or better than middle- and
upper-class blacks (Jensen 1980: 44, Figure 3.1; Scarr 1981: 270-273).
The mean SAT score of blacks from families whose annual income
exceeds $70,000 is lower than those of whites and Asians from families
whose annual income falls below $20,000 (Hacker 1992: 143). A study
involving tens of thousands of students that maximized between-group
similarity by controlling for race, sex, grade, and geographical locale
found that “blacks and low SES whites have somewhat similar but far
from identical [cognitive] profiles” (Humphries, Fleischman, and Lin
1977). Jensen (1980: 203-204) and Jensen and Reynolds (1982)
compare comparisons: of black to white children, and high- to low-
status children, holding full-scale IQ constant both times. Black and
white children with identical IQs differ significantly in their
performance on some subtests of the revised Wechsler for children, as
do children with identical IQs from different status categories.
However, the pattern of black-white differences with IQ held constant
is unlike that of high-status/low-status differences with IQ held
constant. In particular, blacks do as well as whites on tests of memory
and vocabulary, markedly less well on tests of spatial ability and
numerical reasoning. (Status differences associate withdifference in
verbal test scores.) This disparity would not occur if the black/white
difference in test performance was a proxy for black/white status
differences.

(ii) The cultural bias hypothesis predicts that whites will outscore
Asians on IQ tests, whereas Asians outperform whites, particularly on
mathematics subtests (Jensen 1981: 134; Lynn 1991a, 1991b). Japanese



regularly score in the 103—107 range on IQ tests normed on American
populations. As Lynn (1977) remarks, “it seems hardly plausible to
advance test bias as an explanation for the high mean Japanese 1Q.”
Some authorities dispute the overall Asian/Caucasoid difference, but
all seem to grant a marked Asian superiority in the mathematical and
spatial reasoning. Mathematical precocity is much more common in
China than the United States (see Benbow and Stanley 1984). The non-
verbal Raven’s Matrices, a test described earlier on which blacks
perform particularly poorly, was normed on a Scottish and English
population, yet Eskimos do as well on it as whites (Jensen 1981: 134).
It is hard to argue that the Eskimo way of life more resembles that of
the white middle class than does the way of life of American blacks.

(iii) Most polemics against mental tests cite items, sometimes
decades out of date, that assume information presumptively more
available to whites. One such item concerns the proper appearance of a
tennis court (Gould 1981: 211); another, repeated by Hacker (1992:
145) and regularly displayed by the anti-testing organization FairTest,
queries the meaning of “regatta.” (Also see Fischer et al. 1996: 189.)
Greater familiarity with tennis and boating, it is argued, gives whites an
advantage unrelated to mental ability.

To begin with, these critics often misunderstand the role played by
information in IQ tests. Several critics cite the following question,
similar to some found on the Air Force Qualifying Test: “If i and j are
positive whole numbers and j + k = 12, what is the greatest possible
value of k? (a) 6 (b) 36 (c) 32 (d) 11.” Fischer et al. find this question to
be “manifestly about school tasks ... what students have been taught”
(1996: 57-58), presumably because it involves arithmetical knowledge.
In fact, the knowledge of elementary addition this question presupposes
has been taught to (but not absorbed equally deeply by) every American
over the age of 10. The question probes the ability to deduce a



consequence of this knowledge, which is not a “school task,” not itself
knowledge, and, suitably generalized, is close to the intuitive notion of
“thinking ability.”

The performance of test subjects disadvantaged by ignorance should
improve on tests not assuming culture-specific information. Yet—this
objection to egalitarianism is the one most emphasized by Herrnstein
and Murray (1994: 302-303)—the black/white gap is consistently
wider on less culture-bound tests. Blacks do better on vocabulary items
than on items probing numerical reasoning4! (Jensen 1980: 552), and,
when general factors are held constant, blacks outperform whites on
what is distinctively measured by each subtest in the WISC-R battery
(Jensen and Reynolds 1982: 435-436). These findings are contrary to
and seemingly inexplicable under the bias hypothesis.

Whether black IQs reflect limited access to information can also be
tested by comparing the items found most difficult by blacks to those
found most difficult by whites. On the limited-information hypothesis,
there should be questions of varying difficulty for whites, all of which
assume knowledge unavailable to blacks and therefore uniformly
difficult for blacks. On the other hand, if whites outperform blacks
because of an ability to which knowledge is irrelevant, the questions
found hard by whites should coincide with those found hard by blacks,
and, in general, the ordering of items by difficulty for one race should
parallel the ordering of items by difficulty for the other. Jensen reports
(1980: 552-580) that the difficulty ordering of standard intelligence
test questions is virtually the same for whites and blacks, a finding
often replicated (see, e.g., Owen 1992).

The best test of the relevance of specific knowledge, comparing
black to white performance when knowledge is controlled for, is not
practically possible, but when similarly performing blacks, whites, and
Asians are compared for age, black children match white children two



years younger and Asian children three years younger (Jensen 1980:
554). To account for this lag, the discrepant information hypothesis
must posit a mechanism that somehow keeps information available to
Asian children from white children for one year and from black
children for three, whereas the lag is unsurprising on the hypothesis
that, after infancy, blacks trail whites in mental development. A
parallel finding (Jensen 1980: 584) concerns choice of wrong answers
on the Raven and the Peabody Progressive Vocabulary tests.42 Whites
and blacks of the same age differ on the frequency with which they
choose plausible “distractors,” suggesting that something besides
reasoning ability is being tapped, but black children choose the same
distractors as white children two or three years younger. Again a
natural explanation is that the mental development of blacks lags
behind that of whites. So far as I know, critics of test bias have not
addressed the data about rank order of item difficulty or “pseudorace
age groups.”

Psychologists have labored to construct culture-fair tests, in many
cases working with experts in bias detection.43 One well-known effort
was the Davis-Eells test developed in the early 1950s, which involved
no written work and was administered in what would today be called a
nontraditional format—questioning children about cartoons depicting
everyday situations. The race gap on this test was as large as that on
conventional IQ tests (Ludlow 1956; see Jensen [1980: 635-714] for a
fascinating discussion of the Eels and several other culture reduced
tests). Deserving special mention are the pugnaciously named BITCH
(Black Intelligence Test of Cultural Homogeneity) and SON OF A
BITCH tests constructed by black psychologist Robert Williams, most
of whose items concern sex, crime, black slang, and “black identity,”
and on which blacks outperform whites. Prof. Williams informed me,
when I inquired about external validation of the BITCH, that it predicts



sympathy for blacks. It correlates negatively with performance on
cognitive variables like test performance, more so for blacks than for
whites (Brody 1992: 292-293).

Anticipating the topic of chapter 4, I do not follow Herrnstein and
Murray in taking the “profile difference”—the greater width of the race
gap on abstract reasoning items—as evidence of genetic input. The
profile difference shows that the overall race difference in IQ is not a
socialization or bias artifact, but this difference might still in theory be
due to environmental factors other than socialization. That the 1Q gap
is not an artifact means that it reflects a difference in some real
property of the mind, but it leaves the origin of that difference open.
Herrnstein and Murray rightly describe the profile difference as
confirming “Spearman’s hypothesis,” that the races differ in g, but g is
a phenotype about whose source the Spearman hypothesis is
noncommittal.

(iv) Some evidence against the bias hypothesis resembles the data
about physiological variables and elementary cognitive tasks, but is
more theory-laden in assuming g.

Consider two tasks, neither reinforced by white socialization, which
predict IQ scores with unequal accuracy (and on which g therefore
loads unequally). If IQ measures socialization, the race gap should be
the same on both; if IQ measures g, the race gap should be larger on the
more g-loaded one. In another context I mentioned two such tasks,
namely recalling digits in the order presented and recalling digits in
reverse order, the latter the better predictor of IQ (although see Carroll
1993). Neither whites nor blacks are taught either skill, which differ
only in that “backward digit span” requires some mental transformation
of input. Assuming the race difference in g is spurious, any white
advantage on backward digit span should be no greater than the white
advantage in forward digit span. In fact, the race gap on backward digit



span is twice as great (Jensen and Figueroa 1975; Jensen 1981: 163).

In a more systematic study, Jensen (1985b: 203-206) found a
correlation of .59 between the factorially determined g-loadings of tests
and black-white performance differences on these tests. Jensen further
suggested that thisr may be an underestimate because of range
restriction, since the g-loadings of all the tests reviewed exceeded .3. A
follow-up study (Jensen 1987) put the correlation at .78. It is possible
to maintain that g is an artifact, and possible to maintain that IQ
measures white socialization, but difficult to maintain that a
mathematical artifact should so closely parallel white socialization.

(v) Members of the same family have the same social status. Hence,
if IQ goes proxy for status, most of the variance in IQ explained by
environmental variables should be explained by factors that distinguish
families from each other, an individual family’s so-called “shared
environment,” rather than factors which vary among members of the
same family, the so-called “nonshared” environment of individuals.44
Household income, for instance, should be more important than
division of parental attention. Certainly, the environmental factors
usually cited to distinguish whites from blacks, such as family income,
level of education, marital stability, and exposure to racism affect all
members of any single family equally.

Yet despite the naturalness of expecting variance in shared
environment to explain more than nonshared environment, it is not so.
Shared environment explains relatively little of the variation in IQ
from childhood on (Tellegen, Lykken, et al. 1988: 1036, Table 5; Scarr
1992; Plomin and Thompson 1987; Plomin 1990a: 128; Bouchard,
Lykken, Tellegen, and McGue 1992; Chipeur, Rovine, and Plomin
1990; Thompson, Detterman, and Plomin 1993): most of the
environmental factors that affect a child’s IQ are those that distinguish
him from other members of his own family, not those that distinguish



his family from others. The environmental traits usually cited to
explain black-white differences explain very little of the individual
differences in IQ within races—and the wvariance in nonshared
environment appears to be as large among black families as among
white (Jensen 1973: 188). Conceivably (see Plomin and Daniels 1987)
the main environmental factors differentiating individuals of the same
race are unshared while the only environmental factor differentiating
the races is test-affecting bias, but this hypothesis seems ad hoc.

(vi) A race difference in IQ that vanished when status was fixed
would still not necessarily be a status artifact, for the question would
simply shift to that of why so many blacks occupy low status. In a
recent study of low-birth-weight blacks and whites at age five, for
instance, Brooks-Gunn, Klebanov, and Duncan (1996) found that
controlling for family poverty, maternal education, maternal verbal
ability, provision of learning experiences, and maternal warmth
reduced an 18-point IQ difference to insignificance. They conclude
from this that “ethnicity is not a predictor of IQ in this sample” (403).
Fischer et al. (1996) offer a similar reanalysis of the Herrnstein-Murray
sample, with a similar conclusion. The obvious question, though, is
why black families are so much poorer than white and why black
mothers provide their children with so many fewer learning
experiences.

The conventional explanation, that the majority imposes low status,
is doubtful. Whatever may have been true a century ago, in recent
decades whites have not forced blacks to watch too much television or
prevented blacks from buying books or visiting museums. Far from
seeking to impede black attainment, whites have tried hard to promote
it. As I argue in fuller detail in chapter 8, no one can responsibly
explain current low black status by “racism.” An obvious alternative
hypothesis is that causality flows to status from intelligence as



measured by IQ. An individuar’s IQ helps determine his attained status
and correlates with his parents’ status because his parents were likely
to be near him in intelligence and to have created an environment
commensurate with their common intelligence level. In other words,
high-IQ parents have high-IQ children, for whom they create rich
environments; blacks, being less intelligent, create poorer
environments. Empirically, almost 25% of children will spend their
adulthoods in a social class other than their parents’, and a child’s IQ in
the elementary grades is a better predictor of his social class as an adult
than the class of his parents (Jensen 1981: 194-196; Rubinstein 1993,;
Neisser et al. 1996: 87; see Herrnstein and Murray 1994: 130-137),
suggesting that status is an effect of individual traits like intelligence
rather than their cause. Even Brooks-Gunn, Klebanov, and Duncan, who
seem unfriendly toward a genetic approach, admit that “maternal verbal
ability test scores probably reflect genetics” (404).

This interpretation becomes most natural when we refrain from
reifying status as a cause of life outcomes. “Status” is merely a
collective label for income, occupation, number of books in the home,
museum-going, and scholastic attainment, not a power producing those
factors, so it is vacuous to attribute these factors to status. They must
have some other explanation, an obvious one being individual traits
like intelligence and personality.

Anticipating the discussion of genes in chapter 4, the persistence of
the race difference in IQ within social classes is easily viewed, at least
in part, as a “regression to the mean.” A child’s status is defined by his
parents’ income and education. Assume that IQ influences status and
that the race difference in IQ is significantly genetic in origin; then the
genes of high-IQ black parents of a high-status black child are rarer,
relative to the black gene pool, than are the genes of high-IQ white
parents of a high-status white child relative to the white pool. Each



child’s own genes are apt to be a more probable combination from his
population, so the IQs of both children will tend to fall closer to their
population’s mean. As the black IQ mean is lower, the black child’s IQ
is apt to be lower. Since hypotheses are strengthened by explaining
otherwise puzzling phenomena, this explanation of the within-class
race gap in IQ confirms a genetic dimension of the overall gap.
(Regression to the mean is unlikely to be the whole story, however,
since mating is assortative—high-IQ men marry high-IQ women—and
as a purely statistical matter blacks will tend to fall closer to the lower
cutoff of any level of achievement; see chapter 8.)

The more technical argument to show test bias (see Seymour 1988;
Hartigan and Wigdor 1989: 255-260) concerns the race difference in
rates of selection error made by such purportedly unbiased predictors
as the SAT and GATB. Let us suppose the criterion is job performance.
If the minimum acceptable level of criterion performance is predicted
by some cutoff score on a test, just those applicants will be hired whose
test scores exceed the cutoff. Assuming the predictor nominally
unbiased, blacks and whites who score above the predictor cut are
equally likely to reach the criterion minimum. Equally likely but not
guaranteed to: predictors are imperfect, so some testees who score
below the cut would have succeeded on the job, while some testees who
make the cut and are hired perform unsatisfactorily. Rejecting someone
who would have succeeded is a Type I selection error, akin to rejecting
a true hypothesis, and hiring someone who goes on to fail is a Type II
selection error, akin to accepting a false hypothesis. Now, tests on
criterion variables of blacks and whites who have failed predictors, and
observation of the criterion performance of blacks and whites who have
passed predictors, show empirically that standardized tests make
proportionately more Type I errors about blacks and proportionately
more Type II errors about whites. Since Type I errors disfavor their



victims and Type II errors favor them, this appears to be double-
barreled bias. Some statisticians (Hartigan and Wigdor 1989; Cole
1973) would replace identity of regression line with identity of
selection error rates as the standard for test bias.

A little reflection shows that this anomaly—a valid test disqualifying
disproportionately = many competent blacks and  passing
disproportionately many incompetent whites—is due to the
disproportionate number of low-scoring blacks. To illustrate the effect
for Type I errors, suppose the criterion ability distributes normally
among both blacks and whites, with the minimum acceptable level
being the white mean. Also suppose that the criterion correlates .5 with
IQ, so the regression is: criterion = .5I1Q + 0 = .51Q. An IQ of 100 thus
predicts minimum job performance and serves as the cutoff. When both
IQ and criterion are normalized to z, the minimum criterion ability and
the IQ that predicts it lie at z = 0 as these variables distribute for
whites. Now consider the biracial population whose IQ occupies the
thin band from 84 to 86 centered on 85, or —1z.45 Everyone in that
subpopulation, black and white, is predicted to fail, since their expected
value on the criterion is .5 x -1z = —.5z. But actually—see Figure 2.1—
criterion ability for this group distributes normally around a mean
of—.5z, with an SD of .5. Hence a certain proportion, namely 16%, of
those whose 1Q is about 85 would have succeeded had they been hired.
The situation is approximated in Figure 3.2, where the wide curve is the
distribution of the criterion in the general (biracial) population, the
narrow curve is the distribution of the criterion in the (biracial)
subpopulation of IQ ~ 85, and the shaded area the IQ = 85 victims of
Type I errors. There is no hint of bias so far, since 16% of blacks and
whites with IQs of about 85 are victims. However, since the proportion
of blacks with IQ 85 relative to all blacks exceeds the proportion of
whites with 1Q 85 relative to all whites, a greater proportion of blacks



than whites will be IQ 85 Type I error victims. Specifically, about 4.7%
of the black population and 2.9% of the white population have IQs in
the band, so for this IQ level the Type I error rate of an unbiased test
will be about 4.7/2.9 = 1.6 times greater for blacks.46 Type II error
rates present the mirror image. There are proportionately more whites
than blacks at all IQs above 100, so proportionately more incompetent
whites will pass the predictor.

Figure 3.2
Selection Errors
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Consider a numerical example. Seventy percent of all dogs who bark
a lot make good watchdogs, so using barking as a selector of watchdogs
is fair to all breeds. However, every Yorkshire Terrier barks a lot while
only 10% of Golden Retrievers do. This means that 3 out of 10 Yorkies
will pass the barking test yet prove unsuitable watchdogs, while only 3
out of 100 Golden Retrievers will pass yet prove unsuitable. The test,
even though unbiased, selects 10 times as many unsuitable Yorkies as



Golden Retrievers. Breeddifferences in barking have caused an
unbiased predictor to yield discrepant Type II selection error rates.

The discrepancy in Type I selection error rates is one of the more
esoteric rationales for lower standards for blacks (Hartigan and Wigdor
1989). Ironically, the only way to equalize the error rates while
maintaining predictive validity is to raise the IQ cutoff for blacks, in
the case described to 104.5. 2.9% of whites lie in the 84-86 band, and
16% of those in the band will be victimized, so .464% of all white test-
takers will be victims. Since 4.7% of blacks lie in this band, the test
cutoff must be so set that only .464/4.7 = 9.8%) of blacks exceeds it.
This corresponds to a z of 1.3 on the black IQ distribution, or 104.5.



3.14. TEMPERAMENT AND MOTIVATION

Herrnstein and Murray (1994) tend to describe blacks as if they were
simply a less intelligent subpopulation of whites. These authors are
aware that intelligence is not the whole story, noting that the races
continue to differ in marital habits, illegitimacy, welfare dependency,
and incarceration after IQ is controlled for (329-338), but they ignore
possible noncognitive race differences as causes.4” Such differences do
appear to exist.

Many observers, including a number ready to attribute all black
difficulties to racism, agree that there is a distinctive black behavioral
style. Kochman (1983: 18) describes the white approach to argument as
“low-keyed: dispassionate, impersonal and non-challenging ... cool,
quiet and without affect,” while the black approach is “high-keyed:
animated, interpersonal, and confrontational ... heated [and] loud....
Blacks do not simply debate an idea [the white mode]: they debate the
person debating the idea” (21-34).

Kochman observes that whites find the black style “dysfunctional”
and often retreat into silence before it, although he considers the black
approach more consonant with Mill’s ideal of free speech.48 Hacker,
citing several black psychologists, remarks that “Black children are
more attuned to their body and physical needs,” so “need more leeway
for moving around the classroom” (1992: 171). Kochman likewise
mentions black “animation,” “vitality,” and “intense and spontaneous
emotional behavior,” and comments that the black “rhythmic style of
walking” is “a response to impulses coming from within” (106-110).
Boykin (1986: 61-65) describes the black personality as displaying
“verve,” “affect,” “
perspective, an orientation in which time is treated as passing through a
social space.” He goes on to contrast the value placed by blacks on “a

expressive individualism,” and a “social time



personal orientation toward objects” with the tendency of whites to
“place reason above all else,” white “possessive individualism and
egalitarian conformity,” and “an impersonal (objective) orientation
toward people.”

Caucasoid classical music, emphasizing harmony and regularity, is
patently unlike Negroid jazz, rhythm and blues, and rap, which feature
improvisation and syncopation—to judge by films made by
anthropologists, traits common to African music and the musical
games of black children in the United States. Negroid dancing involves
pelvic thrusting and other mimicry of intercourse absent from
Caucasoid dancing. Nelson George (1992) generalizes these differences
to a distinctive black “athletic aesthetic” common to activities as
disparate as jazz, basketball and “sermonizing,” involving
improvisation, aggression, intimidation, arrogance, and the will to
humiliate an opponent. (George concedes that this behavior can appear
“untutored, undisciplined and immature;” see 1992: xviii.) Jones and
Hochner (1973) agree that the black athletic approach involves “an
individualistic dimension ... black athletes place greater emphasis on
the stylistic component of play [and] the expressive character of the
performance.” Majors and Billson, in their book Cool Pose (1992)
write that the physical “posturing” or “styling” of black males is
intended to “deliver a single, critical message: pride, strength and
control.”

The Minnesota Multiphasic Personality Inventory is a widely used
personality test, race differences on which are described for a number
of populations in Dahlstrom, Lachar, and Dahlstrom’s MMPI Patterns
of American Minorities (1986). Overall, blacks achieve higher average
scores than whites on the Psychopathy, Schizophrenia, and
Hyperactivity scales (Dahlstrom, Lachar, and Dalhstrom 1986: 29-31,
34, 36, 39, 41, 47, 95, 135), findings normally interpreted to show



“estrangement and impulse-ridden fantasies ... unusual thought
patterns and aspiration-reality conflict” (Gynther 1968). Dreger and
Miller (1960) also report higher black male scores on the Hypomania
scale, taken to indicate “outgoing, sociable, and overly energetic
patterns; tendencies to act impulsively and with poor judgment”
(Dahlstrom, Lachar, and Dahlstrom 1986: 218). Black males tend to
score higher on precisely the MMPI scales on which the prison
population deviates from the population mean (Herrnstein and Wilson
1985: 189); elevated MMPI are equally predictive of criminal behavior
for blacks and whites (Elion and Megargee 1975). It is striking, and
surprised the investigators, that, while black males always exceed white
males in Psychopathic Deviance and Hypomania, blacks who have
attended integrated schools attain more deviant scores than those who
have attended segregated schools (Dahlstrom, Lachar, and Dahlstrom
1986: 125-126, 245 Table D-11)—contrary to the hypothesis that
segregation distorted the black personality. Shuey (1978) and others
have also found that integration adversely affects the self-conception of
black schoolchildren.

That black self-esteem is low is a virtual axiom of popular sociology
(see, e.g., Schoenfield 1988). In Brown v. Board of Education (1954)
the Supreme Court cited damage to self-concept caused by segregation,
supposedly shown by an experiment in which black children from
segregated schools preferred white dolls, as proof that “separate is
inherently unequal.” The willingness of young black males to rob and
kill for fashionable sneakers is attributed to a desperate need for peer
approval as a source of self-respect. Fischer et al. (1996) state it as fact
that de facto segregation “lower[s black] youths’ self-esteem and
ultimately lower[s] their test scores” (197; also see 180). But, as in the
MMPI study, black self-esteem is typically found to exceed white.
According to Shuey,



[A]t the preschool level there seems to be some evidence of
awareness of color differences and a feeling of inferiority associated
with dark skin, but at the grade school level and continuing through
high school and college there is no consistent evidence of lower self
esteem in Negroes; if there is a difference, it would appear to be more
likely that Negroes have a greater sense of personal worth, rather than
the reverse. (1966: 512; also see Shuey [1978] for a review of literature
concerning blacks and whites aged 3 to 8)

A survey of adolescent girls commissioned by the American
Association of University Women (American Association of University
Women 1991) indicated—to its sponsor’s apparent surprise, given the
poor academic performance of black adolescents—that black females
enjoy higher self-esteem than white. A study of body image found that
while 90% of white females think they are too fat, only 12% of black
females expressed dissatisfaction with their weight (Parker et al.
1995).49 Black boys do “not [allow] their achievement to affect their
view of themselves”:

Bruce Hare, an educational researcher, has documented this process among fifth-grade boys
in several schools in Champaign, Illinois [evidently Hare 1985]. He found that although the
black boys had considerably lower achievement-test scores than their white classmates, their
overall self-esteem was just as high. This stunning imperviousness to poor academic
performance was accomplished, he found, by their de-emphasizing school achievement as a
basis of self-esteem and giving preference to peer-group relations—a domain in which their
esteem prospects were better. (Steele 1992, p. 74)

The doll experiment cited in Brown was duplicated with identical
results for black children in integrated schools in the North (Seligman
1987), meaning either that integration harms black self-esteem as much
as segregation, or that the doll test is invalid.

Literature reviews by Porter and Washington (1979), Crocker and
Major (1989) and Baumeister, Smart, and Boden (1996) agreed in



finding the self-esteem of black students equal to or higher than that of
white students. Tashakkori (1993) and Tashakkori and Thompson
(1991), in other review articles, also report that blacks consistently
value themselves more highly than whites, the gap being smaller for
blacks attending integrated schools. Like Hare and Steele, Tashakkori
considers it likely that blacks do not use academic success as a standard
of personal worth to the extent that whites do. At the same time, blacks
in integrated schools are more aware of the shortfall in their
achievements, given what is considered minimum performance in their
surroundings. Many commentators explain low black self-esteem in
terms of feelings of powerlessness; Tashakkori (1993: 597) reports that
blacks do perceive themselves as more powerless than whites, but that
this self-perception does not translate into lower self-esteem,
apparently because blacks regard the self as less a locus of control.>0
Lefcourt (1965) found that, faced with a choice between two risky
situations with equal expected payoffs, one of whose outcomes depends
on chance while the outcome of the other depends on agent response,
blacks are more apt than whites to choose the chance alternative.
Coleman et al. (1966: 289, Table 3.13.14) found black high school
seniors considerably more likely than white to agree that “good luck is
more important for success than hard work.”

Black students estimate their own academic competence more highly
thanwhites despite their own objective and self-reported lower
academic achievement (Hare 1985: Table 3; Tashakkori 1993: 597).
Black high school seniors in the Coleman study were more apt than
whites to classify themselves as “among the brightest,” and less likely
to agree that “ ‘Sometimes I feel I just can’t learn,” ” despite poorer
academic performance (Coleman et al. 1966: 287-288, Tables 3.13.11,
3.13.12). Remarkably, southern rural blacks, whose academic
performance fell below that of all other blacks as well as all whites,



were more apt than other blacks to classify themselves as bright and
able to learn. All told, “aspiration/reality conflict” is prominent in this
literature. (Many teachers I have spoken to comment informally on
their black students’ unrealistic expectations of becoming doctors or
lawyers.) Anderson (1994) reports that black gang members believe
they deserve to be treated as superior, which Baumeister, Smart, and
Boden (1996) interpret as manifesting high self-esteem.

Certain MMPI items reliably distinguish the races. Blacks agree
more frequently with the following statements (Dahlstrom, Lachar, and
Dahlstrom 1986: 229-231):

I am an important person.

It wouldn’t make me nervous if any members of my family got into
trouble with the law.

I am entirely self-confident.
If given the chance I could make a good leader of people.

I have often had to take orders from someone who did not know as
much as I did.

Deficient self-esteem does not seem indicated. In addition, blacks
more readily agree that:

Most people will use somewhat unfair means to gain profit or an
advantage rather than lose it.

Most people make friends because friends are likely to be useful to
them. Most people are honest chiefly through fear of being caught.

It is not hard for me to ask help from my friends even though I cannot
return the favor. I am sure I am being talked about.

It would be better if almost all the laws were thrown away. A person
shouldn’t be punished for breaking a law that he thinks is



unreasonable.

These responses are interpreted to reveal greater cynicism, mistrust,
conflict with authority, and “externalization of blame for one’s
problems” (Dahlstrom, Lachar, and Dahlstrom 1986). Race differences
in MMPI scores diminish when social status, IQ and level of education
are fixed, but once again this does not show MMPI differences to be
status artifacts. Traits that affect scores may also affect status, as for
instance friction with authority impedes advancement in hierarchies.

Employing Hans Eysenck’s categories, Rushton finds Mongoloids to
be more neurotic and less extraverted than Caucasoids, who are in turn
more neurotic and less extraverted than Negroids (Rushton 1995b). An
evolutionary theorist, Rushton is especially interested in sex drive
strength and reproductive effort. He reports that both in the United
States and internationally the mean age for first sexual intercourse for
blacks is lower than that for whites (which is lower than that for
Asians) (1995: xiv, 172; as reported in a survey of young adults in Los
Angeles, blacks on average begin intercourse at 14.4 years of age, in
contrast to 16.2 for whites; blacks also reported themselves as slightly
more sexually active [Moore and Erikson 1985]). Black married
couples have intercourse more frequently than white and have more
permissive attitudes toward sex (Rushton 1995b: 171-178, a section
dense with more data than can be summarized here). Rushton observes,
as have others, that AIDS is spreading most quickly in Africa and the
American heterosexual black population, while it has not broken into
the white heterosexual population. Half of black sufferers in the United
States acquire AIDS sexually, not through drug paraphernalia, which
Rushton attributes to the greater promiscuity in African and American
black populations (1995b: 178-183). Rushton notes that a black is
almost 1.5 times more likely than a white to be confined to a mental
institution (1995b: 157), and cites statistics confirming that alcohol and



drug abuse are common in American black slums.

The theme connecting anecdotal and analytic studies of the black
personality is focus on the near term. Blacks average 73 hours of
television watching per week to whites’ 50 (Kolbert 1993) and spend
twice as much on movies as whites (Holly 1996). Since black income is
only 2/3 that of whites, this means that blacks spend proportionally
three times more of their income on movies. Black outlays for
electronic games and gadgets is comparable to white, but blacks buy
proportionally far fewer computers than whites or Asians (Marriott,
Brant, and Boynton 1995). A pivotal incident in The Promised Land,
Nicholas Lemann’s study of the migration of a black woman from the
rural South to the urban North, involves the subject’s boyfriend
blowing money needed to finance a house on a flashy new car (Lemann
1991: 105). The plot of Lorraine Hansberry’s drama of black life, A
Raisin in the Sun, turns on the husband impulsively squandering a
windfall. In a classic series of studies (Mischel 1958, 1961a, 1961b),
Walter Mischel found that black Trinidadian children given a choice
between getting a smaller candy bar immediately or a larger one a week
hence tended, much more than matched white children, to chose the
smaller, immediate candy—the difference being “so great as to make
tests for the significance of the difference superfluous” (Mischel
1961a: 6). Mischel reports undertaking the study because informants
had suggested that “Negroes are impulsive, indulge themselves, settle
for next to nothing if they can get it right away, do not work or wait for
bigger things in the future.”

This attitude toward reward can be described in a variety of ways:
more rapid decay of reinforcement, unwillingness or inability to defer
gratification, “extreme present-orientation” (Banfield 1974: 54),
impulsiveness, lower superego-dominance. As some of these
descriptions contain value judgments or causal hypotheses, the



economist’s neutral notion of time preference may be best. (Banfield
1974 uses this term as well.) An individual’s time preference is
measured by the money he insists on getting tomorrow for foregoing $1
today. The larger the return he requires, the greater his preference for
the present over the future.5! Low-time-preference individuals will
endure deprivation today for benefits in the far future, the rate at which
they discount future goods in comparison to present ones being small.
Unlike intelligence, time preference does not cause behavior; it
summarizes behavioral syndromes. To say that someone saves
assiduously because his time preferences are low is to fit his tendency
to save into a pattern of caution and foresight he follows in other
situations. This understood, the central motivational difference between
blacks and whites may be said to be higher black time preferences.

Talk of time preference avoids the metaphysical issue of whether
blacks are subject to stronger impulses than whites, or are less able to
resist impulses of equal strength, treating it as a distinction without a
difference. Liebow (1967: 219-221) for instance argues that the “serial
monogamy” characteristic of black sexual relations does not represent
a distinctive cultural pattern, but rather failed intentions to conform to
the white pattern of “durable, permanent union”; from a behavioral
point of view this contrast is empty. Also, to note that lower time
preferences are more conducive to accumulating wealth does not imply
that they are better than higher ones. Whether investing $50 is wiser or
more responsible than spending it on action movies is, from the
economist’s point of view, meaningless. Finally, high time preferences
tend to characterize all lower-class individuals, as Banfield notes
repeatedly (see 1974: 87), so the concept is race-neutral. However,
disproportionately many blacks are in fact lower class, and Banfield
often describes “class” attitudinal differences in overtly racial terms
(e.g., 114).



It is often said that blacks ignore the future because oppression
makes thinking about tomorrow pointless. That explanation is
consistent with, indeed entails, the fact of higher black time
preferences. Whether oppression or endogenous variables account for
that fact is one of the topics of the next chapter.

NOTES

1. Let us call e prima facie evidence for h if P(e|lh) > P(e|~h). If e is prima facie evidence
for h, and for some h* such that P(h*) > 0 we have P(e|~h & h*) > P(e|lh) h* explains e away
consistently with ~h. When there is no reason to believe h* except that it explains e away, h*
is ad hoc. In these terms, there is some prima facie evidence of lower black intelligence but
no prima facie evidence that black intelligence equals white (which is itself further evidence
of lower black intelligence). The bias hypothesis explains this evidence away, but absent
independent evidence for it, it is ad hoc.

2. The odds of correctly assigning n distinct traits to m distinct groups at random is 1/n™,
and 1/n! —(n — m + 1)! if traits can repeat. When m = 8 and n = 10, the odds are 1 in 900
million and 1 in 3.6 million, respectively.

3. Narrowness of reaction range, in the language of genetics explained in chapter 4.

4. Sternberg (1994) also reports that the mean IQ of black females is several points higher
than that of black males.

5. Peoples, Fagan, and Drotar (1995) also control for birth order; it has been argued that,
since later siblings do less well on IQ tests than firstborns, the race gap might be due in part
of the larger size of black families.

6. Flynn (1980: 211) is reasonably clear about this, but not entirely, since he does not quite
commit himself, in 1980, as to what IQ measures (see 30-35, 197).

7. They later retreat. “Should people have refrained from using Galileo’s air thermoscope
as a poor but useful measure of temperature? Of course not. But neither should they have
pretended that a finely honed supersophisticated air thermoscope is anything more than an air
thermoscope. We do not object to IQ tests being used, but rather to their use under
descriptions like ‘intelligence tests’ ” (429).

8. A position in current academic philosophy called “eliminative materialism,”
championed by Churchland (1981), does deny the existence of beliefs and other mental
states; Churchland explicitly compares belief in beliefs to belief in witches, and would
presumably extend that comparison to belief in belief-acquisition. Churchland’s main
argument is that the belief-concept is itself hostage to false theories, primarily Cartesian
dualism. Most materialists find it easier to deny a link between mentality and Cartesianism
than to reject mental states.

9. Ryle asks: “Did Archimedes’ discovery take more or fewer ‘units of intelligence’ than



those taken by Shakespeare’s composition of his last sonnet [is] a nonsense-question. By
how many units is Sarah prettier than Tommy is well-behaved?” Why nonsense? Sample size
aside, Shakespeare’s IQ exceeding Archimedes’ would be evidence that writing
Shakespearean verse takes more intelligence than making Archimedean discoveries.
Tommy’s z score for rule-following can be compared to Sarah’s z score for prettiness.
Conversion to SD units, called “normalizing,” is a standard method for comparing disparate
phenomena (such as height and caloric intake in Figure 2.2). Goldberger and Manksi (1995:
769-770) chide Herrnstein and Murray for normalizing a number of dichotomous variables
so as to regress them against IQ and SES. Instead of comparing the probability of (say) health
against IQ and socioeconomic status, they propose comparing the improvement in health
achieved by investing a fixed sum of money in raising IQ vs. the improvement achieved by
investing that sum in raising SES. Since increasing IQ is now virtually impossible (see
chapters 4 and 8), the Goldberger-Manski measure would minimize the importance of IQ no
matter how much variance it explains.

10. Using unnecessarily involved computations, Schénemann (1987) makes the converse
point that a null manifold can be made to yield a principal component, indeed one on which
two ostensibly equal groups diverge. Schonemann blames Arthur Jensen’s supposed failure
to see this on “arrogance, ignorance and prejudice.”

11. Competing criteria for adequacy yield different factorizations of the same data. One
may seek to maximize explanation of the variance of the observed variables rather than
retrieval of known correlations. One may or may not require the factors to be independent
(“orthogonal”). Structural constraints, for instance that each observed variable load, and load
heavily, on only some of the posited factors, yield different analyses when made
mathematically precise. Thus, descriptions of the observed variables might be considered
“simplest” when the sum of the fourth powers of the factor loadings is maximized (the
“quatrimax” criterion), or when the sum of the squared factor loadings is maximized (the
“varimax” criterion). See H. Harman (1976) for theory and computational techniques.

12. Flynn (1984) also adopts this usage.

13. On the classical Frege-Russell theory a word’s meaning is a property possessed by
exactly its referents; on the direct-reference theory the referents of a word are literally part of
its meaning, conceived as a set.

14. That is, “is the denotation of” is a many-one function whose domain is word-meanings.

15. Early on (60-61) Gardner mentions solving and finding problems, but this trait plays
little subsequent role.

16. This formulation is Steven Goldberg’s. Jencks may have misled himself by omitting
the quotation marks from “intelligence.” Had he attached them, the resulting statement
—*“ ‘intelligent’ does not mean the same in every language”—would be self-evidently
absurd. Without the quotation-marks the statement makes no literal sense, since intelligence
is an ability, not a lexical item, so cannot mean anything.

17. The same-meaning/same-reference principle is preserved in both within-language and



between-language disagreement. When speakers of English disagree about Smith,
“intelligence” as they both use it has the same reference: either Smith is not intelligent, in
which case one of the speakers falsely believes that Smith belongs to the reference of
“intelligent,” or Smith is intelligent and the other speaker falsely believe he does not.
“Intelligence” and its synonyms must also have identical references across languages. At
worst, speakers of different languages might hold different beliefs about the reference of
(their terms for) “intelligence.”

18. Attribution of strange beliefs creates the presumption of mistranslation on either of the
main theories of translation. The Quine-Wittgenstein equation of meaning with use implies
that an optimum translation maximizes agreement between speakers. Obviously, translating
obugezi as “intelligent,” which creates discrepant references, fails to maximize agreement.
(Quine himself [1960, 1968] rejects objective translation, and with it the line between factual
and verbal disputes, but the resulting “indeterminacy of translation” is quite narrow. “Rabbit”
can be mapped to “undetached rabbit part” but not “buffalo,” and mass terms and predicates
stay put.) Lockean mentalism takes two words in distinct languages to be synonyms when
they are attached to the same idea. Obviously, a word not attached to the idea to which
“intelligence” has been annexed is not, on the Lockean theory, a suitable translation of
“intelligence.”

19. Its bearing on race differences is discussed in chapter 4.

20. Block and Dworkin dismiss this policy as “operationalism” (1976a: 413, 425), a
charge considered below. Note here the captiousness of calling “intelligence” unclear, and
then protesting its abandonment.

21. In his recent (1994), Gould professes to “support” multiple ability theories based on
Thurstone’s analysis (144). But by the end of this essay he is again standing in awe of “the
wondrous variousness of human abilities, suitably nurtured.”

22. The classic treatments of “dispositional predicates” are Carnap (1936) and Ryle (1949).
23. Functions are ultimately sets.

24. Eysenck’s (1993) defense of the reality of intelligence, that, like gravity, it is a
“concept,” is inadequate. Concepts are ideas in people’s minds, and would vanish if human
minds did. Gravity itself, the force attracting the Moon to the Earth, does not depend for its
existence on human minds. Eysenck’s comparison of intelligence to phlogiston does the
critics’ work.

25. On 252 Gould (1981) asserts, correctly, that “principal components cannot be
automatically reified,” and on 269, again correctly, that “Automatic reification is invalid.”
But by 320 he is announcing that “The chimerical nature of g is the rotten core of Jensen’s
edifice, and of the entire hereditarian school.”

26. Herrnstein and Murray restrict their sample in other ways besides confining it to whites.
27. Egan et al. report (1994: 363) that correcting for range restriction raises r to .66.

28. See Matarazzo (1992). Protest marches prevented inclusion of blacks in one 11,000
subject study of crime that included biological variables (Gibbs 1995: 106). For this reason,



“all the biological and genetic studies [of crime] that have been conducted to date have been
done on whites” (Adrian Raine, cited in Gibbs 1995: 106).

29. Jensen (1994) considers the “assortative mating” possibility that the gene for IQ
associates with the gene for large-headedness not because head size is functionally related to
intelligence, but because intelligent people marry large-headed ones. This hypothesis
assumes that the heritability of IQ exceeds 0, hence would be suspect to environmentalists,
but in any case Jensen shows the correlation to be statisticallysignificant within as well as
between families. If the correlation were due to assortative mating, the association between
genes for IQ and large-headedness should disappear when parental genes are redistributed
randomly to offspring.

30. For descriptions and illustrations, see Noble (1978: 299-301).

31. One does talk of the Ptolemaic explanation of eclipses, meaning a theory believed to be
explanatory, or that would have been explanatory had it been true.

32. Stability is also something of a red herring. A low correlation between childhood and
adult IQ would not reduce the correlation between IQ and chievement, or the power of the
race difference in IQ to explain the achievement gap.

33. This remarkable passage occurs in Gould (1994): “We must fight the doctrine of ‘The
Bell Curve’ because it will ... cut off all possibility of proper nurturance for everyone’s
intelligence. Of course, we cannot all be rocket scientists or brain surgeons, but those who
can’t might be rock musicians or professional athletes, while others will indeed serve by
standing and waiting” (149). What is “everyone’s intelligence” if intelligence is a reification?
Why can’t we all be scientists if no one is innately limited? (Are all nonscientists talented
enough talent to earn a living as musicians?)

34. Environmentalists do not fear such ad hoc distinctions. “Genetic linkage analysis can
ultimately lead to insight into the biology of disease processes such as schizophrenia,” writes
Baumrind, “but it is unlikely to contribute to an understanding of variations in attitudes or
normal personality attributes” (1991: 387). In contrast, Plomin, Owen, and McGuffin remark
that some common behavioral disorders are now thought to “represent the genetic extremes
of continuous dimensions” (1994: 1735).

35. Coleman et al. (1966) and Garner and Wigdor (1982) contain numerous examples.

36. Fischer et al. (1996) badly misconstrue the function of criteria. They explain tests as
simply a cheaper means of determining what criteria determine, implying that these racially
biased devices are deployed simply to make a buck. It is not realized that, without criteria, it
is logically impossible to say that a test does (or does not) measure what it is intended to.

37. A logician would say w-inconsistency.
38. “V-bias” resembles the Cole and Moss (1989) “extra-validity issues.”

39. The original omission is usually ascribed to “racism.” In fact, Wechsler omitted blacks
from his original standardization because “norms derived by mixing the populations could
[not] be interpreted without special provisos and reservations,” and finding enough blacks to
guarantee reliability across groups was impractical (Wechsler 1939: 109).



40. See the discussion of the BITCH test below.

41. Low levels of numerical reasoning ability cannot be due to lack of a “knack” for
numbers (Hacker 1992: 144), since mathematics is not essentially about numbers or
“quantity.” The defining properties of integers and the real continuum can be stated in non-
numerical terms, and other domains are quantitative when they possess these properties.
Mathematics is often characterized by its concern with abstract structure, but the role of
numbers in expressing distinctions may be equally relevant to race differences. Only two
possibilities are opened when the sun is said to be “near” or “far.” Putting the sun’s distance
in miles opens the literal infinity of possibilities that it is n miles away, for any value of n.
One definition of intelligence, it will be recalled, is the ability to discriminate.

42. 1 emphasize again that, while questions about English words assume a knowledge
base, human beings differ in what they do with that base. What comes out, in terms of
recognition of synonyms, antonyms and the like, far outstrips what goes in. Psychologists
speak of the “poverty of the stimulus.”

43. Because few black patrolmen were passing the test for sergeant, the New York Police
Department created a new test in 1989, which black police officers andconsultants approved
as unbiased. The pass rate for blacks on this test proved to be 2%, and it too was labeled
biased (Pitt 1989). At this writing a similar sequence of events is unfolding in Chicago.

44. For reasons explained in chapter 4, the most direct estimator of the importance of
nonshared environment for a trait is (1-"MZT). "MZT the concordance for the trait between
identical twins reared together.

45. The band is [-.06z, +.06z] for blacks, [-.94z, — 1.06z] for whites.

46. Proportionately more whites will be Type I victims in the IQ range from 100 to 92.5,
where the white and black curves meet, covering 19% of the white population. But the range
to the left of -5z covers 71% of the black population, so Type I errors will be more frequent
in the black population as a whole.

47. Herrnstein and Wilson (1985) do take up temperamental race differences relevant to
crime.

48. Kochman consistently describes whites as the beneficiaries of racial asymmetries.
Remarking that black women repulse the sexual advances of black men with sassy insults,
and that black men perceive being ignored as a grave affront, Kochman suggests it is up to
white women to meet black sexual advances with repartee, the fault lying with white women
if embarrassed silence provokes black men to aggression.

49. 29% of significantly overweight black adolescent females are reported “satisfied” with
their weight. Unfortunately, the authors do not cite white controls for the “overweight”
variable.

50. The possibility of race differences in autonomy is explored in chapter 9.

51. Appendix A contains a more detailed treatment of time preference.



Genetic Factors

Like other biological processes, intelligence must have evolved under
the influence of natural selection.
—Jerison (1973)



4.1. WHAT IS A GENE?

As the cause of race differences proves to be morally pivotal, it is
important to estimate the extent to which genes are involved.

The idea of a trait being “due to genes” is said to be problematic,
primarily because genes by themselves are inert. Environment always
mediates the expression of a gene, however “near” its expression a gene
may be. A height gene produces one phenotypic height with one diet,
another height with another diet. Not that dependence on environment
is unique to genetic causation; rubber melts if heated to 400°C, shatters
when struck if cooled to —200°C. Neither genes nor chunks of rubber
have causal powers in and of themselves. Still, there is widespread
mistrust of explanations using genetic factors, with some writers
cautioning so emphatically that all phenotypes are the joint product of
genes and environment as to imply the two are inseparable.l

Yet the causal role of genes can be isolated, as can the role of any
single reactant in a chemical process. Following a tradition that
identifies things with their causal powers,? we may identify a gene, or
more generally a genotype, with its capacity to produce different
phenotypes in different environments. The proposal, in other words, is
that a gene or genotype is what is usually called its range or norm of
reaction. Suppose a gene expresses itself as height.3 Figure 4.1 depicts
its norm of reaction, with points on the x axis being environments in
calories consumed daily, and points on the y axis being heights, the
expressions of the gene in those different environments. The present
proposal takes this curve to be more than the rule by which the
expression of the height gene varies with calorie consumption; the
curve, a particular function from calories consumed to heights, is the
gene itself.

Taking mechanisms as functions is not alien to behavioral science;



Jerison suggests construing cognitive “functions” in the purely
mathematical sense of mappings from stimuli to behavior (1973: 11).
Should correlations seem too insubstantial to go proxy for bits of
chromosome, however, a gene may be specified more concretely as the
physical basis of an environment/phenotype correlation. Under this
proposal, a “height gene” is whatever sustains an organism’s tendency
to attain different heights in different environments, the X, whatever it
is, that explains Figure 4.1. (X has turned out to be deoxyribonucleic
acid [DNA].)

Figure 4.1
Norm of Reaction for a Hypothetical Height Gene

Height
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A gene’s environment, for its part, is the totality of factors
impinging on it, commonly but not exclusively by way of its home
organism. “Environment” is usually understood more broadly to
include distal factors such as air temperature, but distal factors matter
to a gene only insofar as they affect the home organism. Their inclusion
in “environment” is justified pragmatically, by the correlations
between distal and proximal factors in the evolutionary wild. The
Herring gull hatchling’s pecking response is cued by a suitably
presented red dot, for instance, but because in the wild red dots are
found only on the beaks of adult gulls, the hatchlings may be said to be
programmed to peck at beaks. In this wider sense a gene’s environment
also includes neighboring genotypes, with which the gene interacts via



the organisms these genotypes produce. The other genes in a gene’s
home genotype also belong to its environment, since they too affect the
home organism, and thereby the gene’s expression.

Environments may be momentary or prolonged, encompassing all
that impinges on a gene during the life of its organism. When its critics
say IQ reflects environment, they mean that IQ test performance
reflects all that happens to testees from birth, and possibly conception.
The claim that race differences in intelligence are environmentally
caused means that these differences are due to differences in the
treatment of blacks and whites from conception.



4.2. SOME NOTIONS EXPLICATED

Taking a gene to be a function from environments to phenotypes
clarifies ideas often said to be empty or obscure. Most of these
explications correspond closely to ordinary usage; they are formalized
in Appendix B.

(1) That genes may express themselves differently in different
environments becomes the truism that a function may map different
environments to different phenotypes. This truism is closely related to
the phenomenon of genotype/environment interaction (DeFries,
Loehlin, and Plomin 1977; Falconer 1989: 135-136), the difference in
response of two genes to the same environment. The corollary of
interaction cited extensively in the nature-nurture debate is that the
expressed phenotypic difference between two genotypes may vary with
environments. I often use “interaction” informally, for the broad idea
that a gene’s expression depends on its environment.

(2) Two individuals may be said to have the same gene for a trait
when they display the same values of the trait in all environments.
Hence

(3) Two individuals may be said to have different genes for a trait
when there are some environments in which the individuals (would)
display different values of the trait. The physical basis for identity or
diversity of genes is the DNA at the appropriate loci.

(4) A phenotypic difference between two individuals is usually
termed (wholly) genetic in origin when both individuals have been
raised in identical environments. A “genetic” difference need not exist
in all environments: see (9) and (10).,

(5) Genetically diverse individuals may be phenotypically identical.
Genetic diversity, which by (3) means the existence of environments in
which the individuals in question display different values of a trait,



permits environments in which they display the same value for the
trait. Smith and Jones may have different genes for intelligence and
different phenotypic IQs in most environments, but there may exist
environments in which their intelligence genes are or would be
expressed as identical 1Qs.

(6) Genetically diverse individuals may differ phenotypically in all
environments, yet be phenotypically identical. This happens when there
are pairs of environments such that the value of the phenotype for one
individual in one of the environments is the same as the value of the
phenotype for the other individual in the other environment. Perhaps no
single upbringing will make Smith and Jones equally smart, but there
might be distinct upbringings such that Smith raised in accordance with
one would become as bright as Jones raised in accordance with the
other.

(7) Phenotypic identity does not imply genotypic identity. This is
another truism, that display of the same phenotype by two individuals
in one environment does not imply display of the same phenotype in all
environments. Even more obviously, in light of possibility (6), the
existence of a pair of environments such that Smith in one is
phenotypically similar to Jones in the other does not imply that Smith
and Jones would be phenotypically similar everywhere. Had Einstein
grown up to exhibit average intelligence after a childhood spent in a
sensory deprivation tank, his genotype still would have been unusual.

(8) Genotypic identity does not imply phenotypic identity, a point
made in Chapter 2 and a corollary of (1). Genetically similar
individuals may differ phenotypically because of exposure to different
environments. While (8) allows that race differences in phenotypic
intelligence need not be genetic in origin, it also drives home the
reality of phenotypic differences, in intelligence for instance,
expressing the same genes in different environments.



(9) Despite the dependence of all gene expression on environment,
some traits seem especially “in the genes,” or “natural.” There is no
gene for speaking French, but there evidently is one for vocalizing, (a)
What people seem to mean by calling a trait genetic or in the genes or
innate is that it is displayed in all environments. Carnivory is innate in
lions because lions everywhere eat meat. A related idea is the relative
narrowness of reaction range of “genetic” traits; that is, that the gene
for an “innate” trait expresses itself in roughly the same manner in all
environments. (b) Calling a phenotype natural for an organism appears
to mean, more specifically, that the organism will display it in
environments like those in which its ancestors evolved. Hunting is
natural for lions because lions hunt in the wild. Lions in zoos don’t
hunt, but lions did not evolve in zoos. So too, a contemporary
environment is “natural” for an organism when it resembles the ones in
which its ancestors evolved.

(10) Where P is a quantifiable trait, (a) individual A is innately more
P than individual B when A is more P than B in all environments. (b) A
may not be innately more P than B, but—a phrase that most makes
sense for humans—A is innately more P than B for all practical
purposes when A is more P than B in any environment that permits
human society. A Tutsi baby would grow no taller than an Eskimo baby
of the same size if both were left exposed on the Moon, but for all
practical purposes Tutsis are taller than Eskimos. (c) In light of 9(b), A
is naturally more P than B if A is more P than B in environments like
those in which their ancestors evolved. Lions grow lethargic in zoos,
but as a group lions are nonetheless naturally faster than zebras because
they outrun zebras in the wild.

There are in fact two legitimate notions of “heritable influence” (see
Whitney 1990a). One, captured in (1)—(8), is the role of genes in
individual and group variability. The other, captured in (9) and (10), is



that of ontogenetic stability and interindividual invariance. The two
tend to coincide, since the more “canalized” a phenotype is, the less its
expression varies with environment. However, some traits are highly
heritable in the second sense but not the first. Ear number is
developmentally fixed, yet, since individual differences in this trait are
always due to environmental accidents (cf. van Gogh), it is not
heritable in the first sense. As our subject here is racial variation, we
will deal mainly with “heritable influence” in this first sense.

Points (8) and (3) together deserve special notice. (8), I said, allows
race differences in the intelligence polygene to be denied despite the
race difference in phenotypic intelligence. At the same time, the
dependence of phenotypes on both genes and environments undercuts a
common argument against genetic accounts of race differences (see,
e.g., D’Sousza 1995). It is observed that some aspect of black behavior,
criminality for instance, has changed appreciably over a period—from
1930 to 1990, say—too short to permit genetic change, from which it is
inferred that the cause of the race difference in that behavior is
environmental. This is a non sequitur. The question of individual or
group differences is not whether environmental variation can alter a
phenotype, which it plainly can, but whether two individuals or groups
exposed to the same environmental variation react to it similarly. If
their reactions diverge, then, while a change in environment may
explain the change in the phenotype of each, the phenotypic difference
between them remains genetic in origin.

It is pertinent in this connection that in recent times the most marked
changes in black behavior have been away from white means, while
accompanying environmental changes have brought black
environments closer to the white. Black criminality has increased, yet
blacks and whites are treated more similarly now by the criminal
justice system than sixty years ago. By (3), this divergence of black and



white behavior as environments have converged implicates genetic
diversity. A shift in environment, not in genes, is the most probable
trigger of changes in black criminality, but the change is such as to
suggest an underlying innate race difference. Diversity of environments
can not only create the illusion of genetic differences where none exist,
it can mask genuine genetic differences. It is irrelevant that (by [5])
there might be common environments in which black and white
criminality also converge; so long as blacks become less like whites as
there is convergence to some single environment, the races must differ
genetically.



4.3. GENE/ENVIRONMENT CORRELATION

Genes do not produce phenotypes merely by producing enzymes,
which produce proteins, which then form tissues, ultimately forming
organisms. Genes influence phenotypes indirectly, through expression
as the ability to affect the environments in which organisms develop.
The ability of men to fly faster than birds seems at first environmental
in origin, since humans outfly birds by taking airplanes, not by flapping
stronger wings. But the airplane is a product of human inventiveness,
which exceeds that of birds. The ability to fly is genetic after all, in the
sense that human genes make the human brains which make airplanes.

Speaking more generally, it is no accident that certain genes, such as
those of humans, regularly occur in certain environments, such as
airline passenger seats. Genetic shaping of the environment is called
genotype/environment correlation (DeFries, Loehlin, and Plomin, 1977;
Falconer 1989: 134-136), usually divided into three types. A
correlation is “active” when a gene affects its environment via its own
phenotypic expression. Someone genetically inclined to exercise may
seek out environments already conducive to it, such as mountainous
country, or construct a suitable environment by building a tennis court
(see Scarr and McCartney 1983); the human genotype/airplane
correlation is active. A correlation is “passive” when the gene that
causes it is not a correlate. For instance, the genes of baby robins are
usually found in nests because the genes of its parents program both
reproduction and nest-building. The hypothesis that genetically high-1Q
parents produce high-1Q children and surround them with books says
that the IQ/status correlation is passive genotype/environmental.
Finally, a genotype/environment correlation is termed “reactive” or
(Scarr and McCartney 1983) “evocative” when the phenotypic
expression of a gene causes others to modify their behavior toward the
gene’s bearer: the standard example is that of a child’s innate curiosity



prompting his parents to buy him a chemistry set. The particular kind
of correlation in this example might be called genotype/environment
feedback: the reaction caused by the phenotype so changes the
phenotype that it elicits a further reaction. Feedback may be positive,
amplifying the phenotype provoking the reaction, as when encouraging
a curious child stimulates his curiosity, which evokes more
encouragement. Or it may be negative, dampening the phenotype.
Many environmentalists maintain that race and academic performance
form a negative loop wherein race predicts poor grades because it
lowers teacher expectation, which depresses performance, which lowers
expectations further, and so on.



4.4. THE THREE-TIERED CHARACTER OF INTELLIGENCE

The (poly)gene for intelligence underlies a disposition to acquire
various degrees of intelligence in various environments. However, the
dispositional character of intelligence itself requires that three levels of
dispositions be distinguished.

On the first level are specific cognitive abilities, such as those
involved in sorting shapes, speaking French, or recognizing odd
numbers. “Knowing how” is often distinguished in this context from
“knowing that,” and there is a clear difference between knowing the
proposition that Chile exports nitrates and being able to type without
awareness of how one does so. Memory itself is an ability, however,
and most knowledge beyond memorized facts has an ability
component. Grasping the laws of physics, a paradigm of declarative
knowledge, involves being able to solve problems with those laws.
Thus, virtually all of what we know, hence of what we learn, is found at
this first level.

At the second level is the ability to acquire first-level cognitive
abilities. This—the ability to learn French or physics—is phenotypic
intelligence, what IQ measures. People differ in phenotypic intelligence
when they differ in the ability to acquire these first-order abilities.
Capacities to acquire capacities are met elsewhere, if not by that name.
Rubber at 30°C is not disposed, not “able,” to shatter, but it becomes
disposed to shatter if struck when cooled to —200°C. Since rubber at
room temperature can be cooled to —200°C, it has the capacity to
become brittle.

At the third level is the ability to acquire the ability to acquire
specific cognitive abilities, or, more simply, the ability to develop
learning ability, or, most simply, the ability to become phenotypically
intelligent. This capacity is genetic intelligence. There can be no



question of its existence, and distinctness from phenotypic intelligence,
for human beings at birth are not as clever as they will be as adults, so
must be born capable of becoming cleverer. Whether two newborns are
equally genetically intelligent—whether they would develop equal
phenotypic intelligence if raised alike—is an empirical question.

Once again, while talk of third-order abilities is cumbersome, its
referent is straightforward. Rubber at room temperature, which
becomes brittle if frozen, has the second-order disposition to become
brittle. Other substances lack this second-order disposition: ordinary
helium does not become brittle at any temperature. However, if helium
passed through a magnetic field so changed that it did become brittle
when cooled to —200°C, unmagnetized helium at room temperature
would have the third-order capacity to become, through magnetization,
capable of becoming brittle. And, just as things differ in their third-
order dispositions—some but not all substances can become capable of
becoming brittle—some but not all newborns may be capable of
becoming capable of learning calculus. A difference here would be one
in genetic intelligence. Strictly speaking, genetic capacities belong not
to newborns, who have experienced uterine environments, but to
zygotes at the genotype’s moment of creation. Differences at birth in
the ability to acquire learning ability may reflect environmental as well
as genetic differences.



4.5. THE INNATENESS OF INTELLIGENCE;
ENVIRONMENTALISM

Implicit in ordinary usage, according to Derr (1989), is the idea that
“Intelligence is innate ... a characteristic which is present at birth.”
Intelligence may change, according to the ordinary conception, but only
as “the unfolding or realization of what was present at birth” (115).
Assuming this description accurate, ordinary ideas about intelligence
seem to ignore the dependence of all phenotypes on environment, and
Derr himself contrasts the ordinary conception to the “stipulative” one
of scientists (117).

In fact, far from being confused, the everyday notion of innateness—
of intelligence and other traits—resembles its scientific counterparts in
the most salient respects, including the element of presence at birth.
What the man in the street has in mind in calling intelligence “innate”
is more or less the cluster of ideas (3), (9), and (10) just defined. He
means that people raised in identical environments need not end up
with the same intelligence; and, when he calls Einstein’s genius
“genetic,” he means that the average person raised as Einstein was
would not turn out a scientific genius. The claim made in popular
debate that the race difference in intelligence is genetic should be taken
to mean that black and white children would not develop the same
mean intelligence if raised in the same environment, and, perhaps, the
stronger thesis that blacks would develop lower intelligence than
identically raised whites in all practically possible environments.

“Hereditarianism” is a convenient label for the latter view, and its
denial, the claim that identically raised blacks and whites would
develop  identical = mean  intelligence, may be called
“environmentalism.” This is certainly how environmentalists
understand the distinction:



[T]here is an easy rebuttal to research and reasoning based on racist assumptions. In simplest
terms, it is the environmental answer.... Of course, races differ in some outward respects
[but] despite more than a century of searching, we have no evidence that any one of those
pools of race-based genes has a larger quotient of what we choose to call intelligence or
organizational ability or creative capacities. If more members of some races end up doing
better in some spheres, it is because more of them grew up in environments that prepared
them for those endeavors. If members of other races had similar upbringings, they would
display a similar distribution of success. (Hacker 1992: 27)

The balance of this chapter tacks closely to empirical data and
accepted statistical methods, but it is also important to keep in mind a
broader perspective from which the influence of genes on intelligence
and motivation seems undeniable. Everyone knows that, no matter what
efforts are made, even if raised from birth in the most stimulating
environment imaginable, a chicken cannot learn calculus. Therefore,
the ability of humans to learn calculus cannot be due solely to
differences in the environments in which humans and chickens develop,
but must involve human and chicken genes. And once one grants that
genes determine interspecific intelligence differences, there is no clear
point at which groups become so closely related that genes cannot be
relevant to variation. People are not only smarter than chickens because
of genes, they are smarter than chimpanzees for the same reason.
Different breeds of dogs differ in intelligence as judged by speed of
learning (Coren 1994). It seems arbitrary to declare that human groups
cannot differ in intelligence for genetic reasons.

A more systematic reason to expect genetic influences on
intelligence is the linkage between mind and body. Materialists think
mental processes literally are processes in the brain; Cartesians who
consider mind distinct from matter nonetheless admit the (to them
mysterious) dependence of events in consciousness on neural events.
“Functionalists” compare the mind to computer software, the brain’s
program, but they too admit that the software must be embodied in the
brain’s hardware. All accept as axiomatic that individuals whose brains



were in atom-for-atom identical physical states would think the same
thoughts and undergo the same emotions.4 But the brain is a physical
structure, and physical structures are controlled by genes. Whether an
organism grows arms rather than wings, or short arms rather than long
ones, plainly depends on its genes, so it would be ad hoc to deny that
the kind of brain an organism develops depends on its genes. And
everyone accepts the dependence of the functional capacities of an arm
or brain on its physical properties. So once it is agreed that the
difference between what your arm and mine can do (like throw curve
balls) is under genetic control, it becomes arbitrary to deny that
differences in mental powers might also be genetically controlled.

The premise of the popular objection (see Horgan 1993) that there is
no specific gene for intelligence is likely true, but irrelevant to the
issue of genetic influence. Most traits are polygenic, and a trait
influenced by numerous genes will vary as each one does: that no
single gene determines intelligence hardly makes genetic variation
irrelevant. It is also objected that the precise manner in which genes
produce intelligence is unknown, but a mechanism need not be
identified to be known to exist. It does not take a chemist to realize that
cars are fueled by gasoline, because cars stop when their gasoline runs
out. In any case this appeal to ignorance is becoming passé, as race
differences in specific genes are being discovered. For instance, the Al
allele of the D, dopamine receptor gene, implicated in alcoholism,

occurs more frequently in blacks than whites (Blum et al. 1991). This
gene is not known to bear on intelligence directly, but it marks a race
difference at the molecular level with respect to an overt phenotype
(and one in the direction of everyday perception). Ebstein et al. (1996)
and Benjamin et al. (1996) have traced some variance in “novelty
seeking” to a single gene site; the sample in Benjamin et al. (1996)
includes both blacks and whites, although whether the allele associated



with greater novelty seeking was found more frequently in one race was

not reported, and its authors have not responded to requests for further
information.

These heuristic arguments do not establish, and should not be
expected to establish, that everything is genetic. But they do make it
plausible that genes matter to intelligence and personality.



4.6. HERITABILITY

Genetic causation is not all or nothing. It is important theoretically
and, it turns out, morally, to say how much of the difference between
two phenotypes is “due to genes.” Here again the ordinary conception
of intelligence as described by Derr might appear to ignore gene-
environment interaction, but, again, ordinary ideas prove surprisingly
sound.

When each of two causal factors are inert without the other, we
cannot speak of what either does by itself. We can however apply
Mill’s method of concomitant variation to ask what happens when one
varies while the other remains fixed. A phenotype like body weight is
not the sum of a part due to genes and a part due to environment, but
one can measure variations in weight when genes are held constant.
Should genetically similar organisms weigh about the same in
dissimilar environments, genes are important for weight; should
genetically similar organisms in dissimilar environments differ in
weight by about as much as unrelated organisms do, genes are
unimportant.

Phenotypic similarity cannot be measured absolutely, but the
separation of two values of a phenotype in a population can be
compared to the phenotype’s standard deviation. Letting the standard
deviation for weight among humans be 21 Ib, individuals differing in
weight by 63 Ib are 3z apart. Similarity of environments can likewise
be expressed in terms of the variation in the environments to which the
population is exposed. Given these scalings, it becomes possible to
define a phenotype’s heritability, the geneticist’s explication of
“degree of innateness.” The heritability of a phenotype P in a
population, usually written h2, or h(P)? when P is made explicit, is the
ratio of the genetic variance in the population to the variance of P.



Algebraically, if Vis the genotypic variance and Vj, is the variance of
weight, h2 for weight is V;/V,,. To find this number, square the

proportion of an individual’s deviation from the weight mean that
would vanish if he did not deviate from the genetic mean. Thus, h2 for
intelligence is the extent to which genetic differences between
individuals explain individual differences in intelligence.

What still needs defining is “genetic variance.” Ideally, the value of
a genotype, and with it the mean value of an ensemble of genotypes and
thence genetic variance, would be measured by some sort of direct
inspection of the DNA. Bouchard, Lykken, and their group speak of
“emergenesis,” the capacity of unique genotypes to produce unique
phenotypes. But for now the value of a genotype must be construed
indirectly, in terms of its phenotypic expressions. Specifically, the
value of a genotype for a phenotype P is defined as the mean value of P
for all organisms with that genotype. The genotypic mean of a
population is then the average value of each genotype weighted by its
frequency>. With all genotypic values and the genotypic mean so
defined, genetic variance is derived as in chapter 2, and therewith
heritability.

To work through an example, suppose body weight is controlled by
two alleles A and a, each occurring with a frequency of .5, so that 25%
of mankind is AA, 25% isaa, and 50% is Aa. Now consider a
“Moderate” environment where everyone gets the same sensible diet, in
which all AA’s weigh 160 1b, all Aa’s weigh 150 1b, and all aa’s weigh
140 1b The genetic mean—Ilike the population mean—is 150. The
genetic variance is .25(150 — 140)2 + .25(150 — 160)2 + .5(150 — 150)2
= 50. The variance of phenotypic weight is also 50, so the heritability
of weight in the Moderate environment is 50/50 = 1. Among
Moderates, in other words, weight differences are determined solely by
genes.



Quantitative statements about innateness now become feasible.
Intelligence is “mostly innate” if differences in intelligence between
individuals are due primarily to differences in their genes, not their
upbringings—if, that is, h2 for intelligence is large. (Unless otherwise
stated, h2 is reserved henceforth for the heritability of intelligence.)
Setting h? at .7, for instance, two genetically unrelated individuals from
randomly selected backgrounds who differ in IQ by 15 points would on
average have differed by 15 x .7 = 12.5 points had they been raised
identically. A large h? means that individuals with dissimilar IQs
would still on average have been dissimilar had they been raised
identically. The mean race difference is “mostly innate” if it is due
more to genetic differences between the races than to differences in
their environments.

“Hereditarianism,” then, predicts that some race difference in IQ
would remain if blacks and whites were raised in an identical range of
environments (the size of the difference indicating how much genes
explain), while environmentalism predicts that the difference would
vanish. Environmentalism, all of whose eggs are in a smaller basket, is
more adventurous. Hereditarianism does not attribute all differences to
genetic factors, although it is compatible with that outcome, whereas
environmentalism does attribute all differences to environmental
factors not themselves correlated with genes. Environmentalism rules
out any genetic contribution to the race difference, while
hereditarianism allows environmental contributions.

It aids clarity to ignore the environmentalist’s own uncompromising
words and order the wvarious versions of environmentalism and
hereditarianism by strength. Following Cohen’s (1983) classification of
effect sizes, “extreme environmentalism” may be defined as the claim
that all race differences in (phenotypic) intelligence are due to
environmental variation, and “extreme hereditarianism” as the claim



that all race differences in intelligence are due to genetic variation.
“Strong environmentalism” is the hypothesis that genes explain less
than 20% of the difference, and “weak environmentalism,” the denial
of extreme hereditarianism, the hypothesis that environment explains
some unspecified portion of the difference. I will understand “strong
hereditarianism” as the hypothesis, not quite the counterpart of strong
environmentalism, that genetic variation explains more than half of the
race difference, and “weak hereditarianism” as the hypothesis that
genes explain some but less than half of the race difference. I note
again that authors like Hacker and Lewontin, Rose, and Kamin (1984:
88) consider the assignment of any weight at all to genes to be extreme,
morally as well as scientifically, and would equate “environmentalism”
with what I am calling “extreme environmentalism.”

As (extreme) environmentalists stress, genetic variance and
heritability are relative to populations and environments. In fact, this
dependence is an immediate consequence of interaction: since the value
of a genotype depends on its environment, the mean value and variance
of an ensemble of genotypes, as well as the variance of the trait that
expresses them, depend on the particular ensemble of environments the
genotypes find themselves in. And, as the variances of a genotype and
its phenotype change, so does the phenotype’s heritability. Recurring to
our numerical example, h2 was 1 in the Moderate environment. But
suppose there is also a bifurcated Extreme environment: the population
is randomly divided into those who are starving and those with
unlimited access to food. Further, both extreme want and extreme
plenty swamp genetic effects. All starvers, whatever their genotypes,
weigh 100 Ib, and all gorgers weigh 200 1b. The variance for weight
among the Extremes is 25006 but the genetic variance is 0, since all
three genotypes have a mean of 150. (Since half the AA genotypes are
starving and half are gorging, half the AAs weigh 100 and half weigh



200; the same is true of the other genotypes.) Hence, the heritability of
weight among the Extremes is 0/2500 = 0.

Indeed, a trait may be highly heritable in each of two populations,
yet their mean difference be due entirely to environment. Imagine a
third nutritional environment, the Athletic, differing slightly from the
Moderate, in which all AA’s weigh 140, all aa’s weigh 130, and all Aa’s
weigh 135. The heritability of weight for the Athletics is also 1, but the
Athletic mean is 135, and the 15-b Moderate/Athletic difference in
mean weight is due entirely to environment.

It is therefore an error to deduce a genetic origin for between-group
differences in intelligence or anything else from high within-group
heritability. It is also an error hereditarians are constantly accused of
making (by Asmin 1995; Block and Dworkin 1976a: 476, and, more
cautiously, 531; Gould 1981: 156-7; Lewontin 1976a; Thoday 1976:
133; Goldberger and Manski 1995: 770-771), although I know of no
hereditarian who makes it. Neither Lewontin, Thoday nor Gould cite
any offender; Asmin names Jensen without textual reference. Block and
Dworkin cite Jensen’s use of a large h2 as “one support” for an
explanation of part of the between-race variance in IQ by genetic
variance, but what they call “fallacious” and “in no respectable sense

. valid” is a deduction of between-group heritability from large h2
which Jensen never proposes.” In fact, as we will see in section 12,
within- and between-group heritabilities are related, but the evidence
that bears on the one is easily distinguished from that bearing on the
other, and hereditarians routinely observe the distinction.8

To avoid misunderstanding on a point which occasions so much
heavy weather, I will use h2 for the proportion of the variance in IQ
between races explained by genetic variation, i.e. how far genetic
differences between groups explain group differences. Whether H2 =
h2, and whether H2> 0 when h2 > 0, are questions to be decided



empirically for each phenotype. The various versions of
hereditarianism and environmentalism are distinguished by the values
they assign to H2 According to extreme environmentalism, H2 = 0;
according to strong environmentalism, H2< .2, while according to weak
environmentalism, H? < 1; according to extreme hereditarianism, H? =
1; strong hereditarianism sets .5 H2 < 1, and weak hereditarianism sets
0 <H2<5.9

As populations do not normally experience all possible
environments, the heritability of a phenotype for a population is
determined by the variation in the phenotype over the environments to
which the population has actually been exposed. The same genes might
behave differently in a different range of environments, yielding a
different heritability, as happened with the genes for body weight in the
Moderate and Extreme worlds. That gene/environment interaction
limits heritability estimation is assigned great prescriptive force by
environmentalists, since, they argue (see chapter 8), the fact that
intelligence is highly heritable does not mean it must be. Feldman and
Lewontin (1975) go so far as to say that interaction makes heritability a
useless number: “no statistical methodology exists that will enable us
to predict the range of phenotypic possibilities that are inherent in any
genotype” (1168; Block [1995] calls the heritability notion “lousy”).
Lewontin explains further:

[T]he linear model [that phenotypic variance = genetic variance + environmental variance] is
a local analysis. It gives a result that depends upon the actual distribution of genotypes and
environments in the particular population sampled. Therefore, the result of the analysis has a
historical (i.e., spatiotemporal) limitation and is not in general a statement about functional
relations.... [T]he particular distribution of genotypes and environments in a given
population at a given time picks out relations from the array of reaction norms that are
necessarily atypical of the entire spectrum of causative relations.... The analysis of causes in
human genetics is meant to provide us with the basic knowledge we require for correct
schemes of environmental modification and intervention ... Analysis of variance can do
neither of these because its results are a unique function of the present distribution of
environment and genotypes. (Lewontin 1976c: 183-192)



This argument moves much too far much too quickly. The ratio of
genotypic to phenotypic variance in a limited ensemble of
environments is perfectly well defined.10 It does not tell us everything
we want to know about a genotype, but it tells us something. Without
infallibly predicting the behavior of a genotype elsewhere, a
heritability estimate over widely varied environments permits informed
guesses about phenotypic variation in unexamined ones. When a trait—
such as intelligence—has appeared in the same form in every
ecological niche so far colonized by humans, it may reasonably be
expected to emerge in like form in new niches, and it is reasonable to
expect genetic variation to continue to be roughly as important as it has
been. There is no reason whatever to consider all selections of
environments “necessarily atypical.”!1

Just as within- and between-group heritability must be distinguished,
heritability must be distinguished from biological causation. Pursuing
our earlier heuristic argument, it seems clear that the causes of all
behavior are biophysical events in the gene-constructed nervous
system. However, if all individuals and groups have the same nerve-
building genes, all individual and group differences in these immediate
causes of behavior will be due to environmental factors. One can
therefore be both a physicalist and an extreme environmentalist. Such a
position is taken by R. Wright (1995; also see Daly 1996), who argues
that self-control is facilitated by the neurotransmitter serotonin, and
speculates that white serotonin levels exceed those of blacks, but is
confident that this difference is due entirely to oppression. Thus, while
Wright takes serotonin to inhibit violence, his attribution of all race
differences in serotonin level and hence violence to the social
environment is strongly environmentalist.

So too, one can view all phenotypes as expressing a genetically
programmed universal human nature yet be an environmentalist about



group differences, as are Tooby and Cosmides (1990: 35-36, 43). They
speculate that all humans may have innate capacities for several
organized life strategies, but which one is triggered depends on
environmental contingencies—which, they say, creates the illusion of
several personality “types.” Similarly (although Tooby and Cosmides
do not argue this explicitly), one could hold that the systematic
differences between blacks and whites are due to the innate strategies
triggered by their different experiences.12

Historically, the empiricist John Locke put discussion of innateness
on the wrong track by insisting that any innate feature must be present
at birth.13 By that stringent standard, only transient features like birth
weight and trivial ones like having toes are innate—the very conclusion
Locke deployed against Cartesian rationalism. Furthermore, as Locke
triumphantly observed, it is pointless to define a trait as innate if the
capacity to develop it is inborn, since—where “being born with the
capacity to develop phenotype P” means being born such that there are
environments in which P will emerge—every phenotype is innate.
Anyone who knows French must have been born able to learn it on
exposure to the education he was in fact exposed to, which, by the
developmental capacity test, makes knowledge of French innate. A
medical man, Locke must have been aware of age-dependent
phenomena such as puberty, but he would no doubt have responded that
castrati never mature, proving that puberty, like learning French,
requires a suitable environment, and is thus no more or less innate.
Locke may be said without anachronism to have appreciated the
dependence of phenotypes on environment.

What Locke did not anticipate was evolutionary biology, which
recognizes a nontrivial sense in which a trait P may be absent at birth,
and sometimes never appear, yet be inborn. This is the sense explicated
as (2) in section 4.2: differences in P’s developmental trajectory are



due to differences in genes. Male sexual maturation is innate, even if
baby boys lack beards and hormonal imbalances sometimes obstruct it,
because little girls born without the Y chromosome develop differently.
Knowledge of French rather than English, dependent as it is on the
rearing environment, is not an inborn difference. (Sexual maturation is
also “natural” because it continues to appear in environments like those
in which it evolved, whereas French is not a holdover from the
evolutionary wild.) Even Locke’s demand for presence at birth is met,
since something relevant to later phenotypes, namely the genotype, is
congenital. Every organism is born with chemicals which subsequently
produce various phenotypes in various environments.



4.7. DETERMINING THE HERITABILITY OF INTELLIGENCE
AND TEMPERAMENT

An index of the heritability of a trait is the similarity with respect to
that trait of genetically identical individuals raised apart, in randomly
varying environments. The more similar these pairs are, as compared to
pairs of unrelated individuals raised separately, in environments that
presumably vary at random, the higher the heritability. Monozygotic
(“identical”) twinning is frequent enough in humans for there to have
been several hundred recorded cases of identical twins put out for
adoption early in life and reared apart. The possibility always exists
that placement agencies choose adoptive families similar to the
adoptees’ biological ones, disguising environmentally caused
similarities between reared-apart twins as effects of genes. Kamin
(1974: 50), Lewontin (1976a: 87n.) and Horgan (1993, esp. 125) argue
that this problem leaves O as a reasonable estimate for h2. Yet identical
twins reared apart are so much more alike than individuals paired by
any nongenetic criterion—indeed, they are almost as alike as identical
twins reared together—that most experts agree that genes must explain
some of the variation in many, if not most human traits.14

To turn twin comparisons into heritability estimates, of body weight
for example, let Dy be the average difference in weight between

identical twins reared apart and D be the average difference in weight
between randomly chosen pairs of individual. It can be shown that, for
a normally distributed variable, D is 1.128 SD.1> Then Dy/D is that
proportion of the average difference between people’s weights that
remains when environment alone varies. That is to say, (D/D)? is the
proportion of the variance of weight explained by environmental
factors. It follows that 1 — (Dy/D)? is the proportion of the variance

explained by non-environmental factors, that is, genes. So heritability



is 1 — (Dy/D).2

To run an example, let SD for weight be 21. Thus, pairs of people
chosen at random will typically differ in weight by 21 x 1.128 = 24
pounds. Now suppose identical twins reared apart typically differ by 8
pounds. Environment working alone has made an 8-pound difference,
or 8/24 =1/3 the difference made when genes and environment work
together. This ratio is the empirical core of heritability. To transform it
into standard form, square 1/3 to get 1/9, then subtract 1/9 from 1 to get
an H2 for weight of 8/9 = .88.

To be sure, 1 — (DyD)2 may overstate heritability. As noted, it

ignores the time identical twins reared apart spend in a roughly (but not
exactly) similar uterine environment, which may induce some
phenotypic similarity. Also, adoptees are not given to the least favored
families, so adopted-apart twins are not exposed to the full range of
environments that contribute to variance in the general population. In
addition, IQQ among identical (and dizygotic) twins tends to vary less
than in the general population, so the closeness of the I1Qs of reared-
apart co-twins may be due in part to the restricted range of IQs among
twins generally. This latter effect comes out more clearly when
estimates for the heritability of a trait are expressed, as they often are,
as the correlation for the trait between identical twins reared apart.16
Ideally, heritability would be estimated from clones separated at the
moment of creation. Yet, despite theseand other limitations, 1 —
(Dy/D)? is a reasonable estimator.

Turning to intelligence specifically, since SD for IQ is 15, D is 15 X
1.128, or roughly 17. In the six studies that have been done of the IQs
of identical twins reared apart, namely Newman et al. (1937), Shields
(1962), Juel-Nielsen (1965), Burt (1966), Bouchard et al. (1990), and
Pedersen et al. (1992), twin pairs have been found to differ by about 7
IQ points. As a first approximation, then, environment explains (7/17)2



= 17% of the variance in IQ, and genetic variation explains the
remaining 83%, that is,h?= .83. When this figure is refined in
accordance with the complications mentioned earlier and factors
unique to each study, the estimates of H? that emerge are given in
Table 4.1. Pedersen et al. studied reared-apart monozygotic twins late
in life; that their estimate is the highest suggests that the heritability of
IQ increases with age, perhaps as individuals become freer to chose
their own intelligence-influencing environments (see McGue,
Bouchard, Iacono, and Lykken 1992). Reviewing the first three studies
and their own, Bouchard et al. (1990) find the data to suggest “under
the assumption of no environmental similarity, that genetic factors
account for approximately 70% of the variance in 1Q.” They add the
intriguing observation that the average difference in IQ between
identical twins reared apart is almost as small as the average difference
between IQ test performances of the same individual at different times,
making identical twins act like single individuals with respect to
intelligence.

Table 4.1 Estimates of the Heritability of Intelligence

Study Monozygotic Twin Pairs Estimates of h2
Newman et al. (1937) 19 71
Shields (1962) 38 .75
Juel-Nielsen (1965) 12 .69

Burt (1966) 53 77
Bouchard et al. (1990) 48 75
Pedersen et al. (1992) 303 7880

Burt’s work requires separate mention because Kamin (1974) and
others have charged him with fabricating data, a charge now treated as
fact in some textbooks (e.g., Fogelin and Sinnott-Armstrong 1997:



342-343). The main evidence of fraud has been the improbably high
concordance of Burt’s figures over time and the elusiveness of some of
his co-authors. However, more recent research (Joynson 1989, Fletcher
1991) indicates that Burt’s figures were stable because he recycled the
same data—not the best science, but not fraud—and that witnesses do
exist who remember Burt’s collaborators. (It also appears that some of
Burt’s papers were destroyed immediately after his death.) Burt’s case
is of more than historical interest because of the widespread impression
that non-zero estimates of the heritability of intelligence depend on his
work. As is clear from Table 4.1 (and see Plomin 1990a), however,
omission of Burt’s work changes nothing even in the narrow context of
twin studies. The unweighted mean of the other five estimates of H2 is
.74; their weighted mean, .775, is virtually Burt’s .77.

Comparing identical twins is not the only way to estimate
heritability. Siblings, including fraternal (dizygotic) twins, and parents
and offspring, share half their genes. If members of such pairs are
reared apart, the average difference between them for a trait should be
twice the mean difference between identicals reared apart, which comes
to twice the difference in the correlations between separated fraternal
twins (with age held constant) and separated identical twins: 50% of
the difference in IQ between separated fraternal twins is due to
environmental effects and 50% = 100%/2 to genetic effects. So an
independent estimator of the impact of environment on a trait is half
the ratio of the average difference between reared-apart siblings to the
expected difference.

Heritability estimates based on correlations between fraternals do
not dovetail perfectly with estimates based on correlations between
identicals. In particular, correlations between siblings and between
parents and children tend to run less than half those between identicals
because of dominance, the interaction of genes at different loci



(epistasis), and other “nonadditive” effects. Since deviation from a
phenotypic mean is determined by the precise character of the
underlying genotype, removing half the genotype generally removes
more than half the deviation, so non—identical-twin kinship studies tend
to underestimate heritability. For this reason, what I have been calling
heritability is often called “broad” heritability; “narrow” heritability is
the ratio of “additive” genetic variance to phenotypic variance, where
“additive” variance excludes dominance and epistatic effects (see
Falconer 1989: 126-134). The monozygotics-reared-apart design
measures broad heritability while other kinship designs pick up narrow
heritability.

A further check on kin-reared-apart studies, in fact an independent
method for estimating heritability, is the effect of varying genes when
environments are fixed. This effect is gauged by comparing
correlations between adopted children and their adoptive siblings and
parents to correlations between biological siblings and between parents
and birth children. Correlations between adoptive children and their
biological parents are further points for triangulation, for the more
heritable a trait, the greater should be the correlation between adoptive
children and the natural parents they never met.l7 Extreme
environmentalism about interindividual IQ variation, on the other hand,
predicts correlations between adoptive family members equal to those
between members by birth.

Table 4.2, adapted from Plomin’s (1990b) Table 4.2, indicates the
heritability of IQ as estimated by six comparison designs. One robust
finding predicted by h2 > 0 is thatr between the IQs of adopted
offspring and their natural parents, typically .2, exceeds r between
adopted offspring and adoptive parents, typically .15 (see Scarr and
McCartney 1983: 430). Environmentalists call this a placement effect,
postulating that adoptees are given to parents that resemble their



natural parents, but it is hard to see how adoptive parents, no matter
how similar to the natural parents, can socialize children to be more
like the natural parents than themselves.

Table 4.218
Estimates of h 2

Estimate of

Comparing h2
Identical twins reared apart 72
Identical twins reared apart to fraternal twins reared )
apart

Biological parents to adopted-away offspring 44
Biological siblings reared apart .48
Adoptive parent/adoptive offspring correlation to

biological parent/biological offspring correlation 46
Adoptive to biological siblings .30

Source: After Plomin 1990b

Plomin’s .5 estimate for h2, taking all these studies into account, is
consistent with Bouchard’s .7 (also see Plomin and DeFries 1980),
since Bouchard is estimating “broad” heritability while Plomin is
estimating “narrow.” If “IQ” turns out to name a set of abilities, H? for
the abilities in this set, or the dimensions around which they cluster,
typically reach .7 (DeFries, Vandenberg, and McClearn 1976).

In recent years there have also been studies of the heritability of
personality traits. The impression conveyed by this literature is that
heritability estimates for personality fall in the .4-5 range, also the all-
in estimates of Bouchard (1994) and Plomin, Owen, and McGuffin
(1994), with a larger variance than for H2—perhaps because personality
is more difficult to operationalize (but see Nichols 1978). Table 4.3



lists heritability estimates for various traits. Genes apparently play a
major role in differentiating individuals with respect to impulsivity,
self-control, excitability and other traits discussed in chapter 3 as
differentiating the races.

The reader exposed to this material for the first time may feel at sea,
not knowing know what to believe. He is urged only to realize that a
large body of evidence supports the view that genes are important
determinants of the human psyche. No one can credibly say otherwise.



4.8. GENE/ENVIRONMENT CORRELATION AGAIN

One can now see in numerical terms how gene/environment
correlations can lead to underestimation of heritabilities. Suppose
identical twins reared apart show a correlation of .4 for running speed.
But suppose 10% of this similarity can be explained by the
environmental factor of nutrition: the eating habits of identical twins
tend to be similar, and the correlation for running speed between
identical twins with dissimilar diets is .3. We might then be tempted to
set the heritability running speed at .3. But also suppose that variance
in the genes for running speed explains 30% of variance in nutrition,
either because those genes are also expressed in good eating habits, or
because healthy eating is an unconditioned reinforcer, or because
athletic parents make their children eat well. In any of those cases
genes explain an extra .1 x .3 = 3% of the variance in running speed,
whose true heritability is .33. Plomin and Niederhiser (1992) estimate
within-race heritabilities of about .3 for nominal measures of
environment. In a more systematic article, Plomin and Bergeman
(1991) cite heritabilities ranging from .25 to .4 for “family
environment.”19

Table 4.3
Heritability of Personality

Trait Source Heritability

Neuroticisma Plomin 1990b .3-5
Plomin 1990b 4
Floderus-Myrhed 1980b 5
Henderson 1982b 3
Bouchard 1984c .58

Impulsiveness Bouchard 1984c¢ .38



Emotionality a
Positive Emotionality
Negative Emotionality
Activity Levela
Extraversion a
Sociabilityb

Sense of well-being

Social Potency

Achievement
orientation

Alienation

Aggression

Stress reaction

Altruism

Plomin 1990b

Tellegen, Lykken, et al. 1988
Tellegen, Lykken, et al. 1988
Plomin 1995

Rushton 1992a

Plomin 1990b

Bouchard 1984c

Plomin 1990b

Bouchard 1984c

Plomin 1990b

Tellegen, Lykken, et al. 1988
Plomin 1990b

Tellegen, Lykken, et al 1988

Plomin 1990b

Tellegen, Lykken, et al 1988
Keller et al. 1992

Plomin 1990b

Tellegen, Lykken, et al. 1988
Plomin 1990b

Rushton, Fulker, et al. 1986

Tellegen, Lykken, et al. 1988
Tellegen, Lykken, et al. 1988

al. 1990
Rushton, Fulker, et al. 1986

4

4
.05
.25
.25—-5+
.3-5
.04
.25
.52
.48
.48
.56
.04

.36

.39
.68¢
.48
45
46

5
44

.53
Rushton 1992, after Bouchard, et

61

.5



Keller et al. 1992 .37d

Cautiousness Plomin 1990b .5
Trait Source Heritability
Constraint Tellegen, Lykken, et al .1988 .58
Control Tellegen, Lykken, et al. 1988 44
Followi 1 d

0 OV\{mg HHes i Tellegen, Lykken et al. 1988 .53
authority
Traditionalism Tellegen, Lykken, et al. 1988 45

Bouchard 1984 42
Dominance Carey et al 1978¢ .56
Emotional Reactivity = Floderus-Myrhed 1980 b .56
11

Job Satisfaction Arvey, Abraham, Bouchard, and 83e1%a 989
Work Values Keller et al. 1992 .4d
Comfort Keller et al. 1992 42
Autonomy Keller et al. 1992 .38
Locus of Control Miller and Rose 1982 ~.5

a. Listed as “superfactor.”
b. Cited in Rushton 1992.
c. Citing data from Nichols 1978, using h2= 2(r,,, — I g,)-

d. As a Work Value.

That environment is itself partly phenotypic bears significantly on
race differences, for many disparities between black and white
environments may be reactive correlates of genetic factors. If so,
standard kinship and adoption studies may understate the between-
group heritability of intelligence and other traits. Imagine a cohort of
identical black twins separated at birth, with one twin of each pair



placed in a randomly selected white family and the other in a randomly
selected black family. Assume the mean IQ of the white-adopted co-
twins at age 18 is 90 while that of the black-adopted co-twins 85,
suggesting an H2 of .44.20 Should IQ-relevant race differences in
environmental factors such as culture in the home themselves be
influenced by genetic differences that correlate with race, however, the
true value of H would be higher. Thus suppose, for example, that in our
hypothetical study, controlling for culture explained 25% of the race
gap remaining. Extending the Plomin-Bergeman within-race
heritability estimate of .4 for this variable (Plomin and Bergeman
1991: 376, Table 1) to between-race differences, so that genes explain
40% of the between-race variance in culture in the home, raises H? by
4 x 25 = .10 to .54. Part of the observed reduction in the race
difference would be an effect of factors in the environment of the
white-reared co-twin that correlate with white genotypes, and therefore
count as a genetic effect. Exclusive attention to sociological variables
can miss this point. When Mischel found preference for immediate
reinforcement among Trinidadian children to be associated with father-
absence, he concluded that father-absence was the cause (1961b). One
might alternatively suppose genetic factors affect father-presence and,
as a taste for immediate gratification passed on to children, impulse
control. Likewise, Fischer et al. (1996) repeatedly cite social-
environmental variables to explain social outcome differences, while
mentioning only in passing (195-196) that social milieu might itself be
a partially genetic effect, and offering no data to contest this
interpretation.

Block (1995) wishes to deny environmental correlates of genes the
title of genetic effect because they might be negative reactive feedback
triggered by race. His analogy, apparently seriously meant, is a
spurious correlation between low IQ and a gene for red hair in a society



where redheads are regularly beaten on the head. His overall point is
that H2 and H2, being correlations (between genetic and specified
phenotypic differences), do not imply causality. Race-specific
genotypes may cause race-specific phenotypes, or genotypes and
phenotypes may covary as effects of an underlying cause.

It is possible that, in the case of race, the environmental effects of
genes are reactive. It is also possible (to say the least) that genetic
influences are active or passive. The proper interpretation of a large H2
is an empirical question, to which, as we will see in 4.19, extant data
suggests an answer. With that observation, in fact, it is time to turn to
the data bearing on hereditarianism.



4.9. GENETIC FACTORS IN RACE DIFFERENCES

I doubt that many geneticists would dispute much that I have said so
far. There may be less consensus on the heritability of personality, but
even determined skeptics agree that intelligence is highly heritable.
The critics cited in Horgan’s attack on behavioral genetics (Horgan
1993) accept an H? of 50% for intelligence, and agree that “there may
well be a significant genetic component” (Horgan 1993, 126, 127).
Gould himself expresses “no doubt that IQ is to some degree
‘heritable.’ ... It is hard to find any broad aspect of human performance
or anatomy that has no heritable component at all” (1981: 155).

The situation is otherwise with regard to between-group differences,
with most people who grasp the issue professing environmentalism.
Yet their sincerity may be doubted. The Rothman-Snyderman (1987)
poll (cited in chapter 1) of several hundred experts on intelligence
—”expertise” defined by membership in such organizations as the
National Council on Measurement in Education and the Developmental
Psychology section of the American Psychological Association—and
found 53% agreement that both genetic and environmental factors are
involved in the black/white intelligence difference (285). Only 17% of
respondents attributed the difference entirely to environment, with 1%
attributing it entirely to genes. Of 159 editors and journalists surveyed,
27% said they believed both genetic and environmental factors are
involved in the race difference, and only 38%) committed themselves
to extreme environmentalism. One would not guess from the public
debate that most experts and a significant minority of opinion-makers
are hereditarians. Perhaps more people profess environmentalism than
believe it because the profession is thought virtuous, or prudent. Less is
said of the cause of race difference in time preference, probably
because even granting that phenotypic difference is taboo. Usually a
black personality style is simultaneously denied and attributed to



oppression.

According to Neisser et al., “what little [direct evidence] there is
fails to support the genetic hypothesis.... There is certainly no [direct]
support for a genetic interpretation” (95-97). Yet the step from
phenotypic race differences to genetic variation is a short one, and a
number of lines of evidence converge on it: time of onset of race
differences, relevant physiological race differences, adoption studies,
intervention studies, comparison of of African and Eurasian attainment,
and the positive correlation between the heritability of an IQ subtest
with the race difference on that test.



4.10. ONSET OF RACE DIFFERENCES

While the 1Qs of young children are hard to measure, and measured
IQ does not begin to correlate firmly with adult IQ until about age five,
several studies (Broman et al. 1987, Montie and Fagan 1988, Peoples,
Fagan, and Drotar 1995, Brooks-Gunn, Klebanov, and Duncan 1996)
report a 1 SD race gap present by age three. Brody concludes that “the
black-white difference is present somewhere before the third year of
life and remains more or less constant through the adult life span”
(1992: 283). Writers like Neisser et al. (1996) would doubtless contend
that this is not “direct” evidence, since it is consistent with
differentiating environmental factors entering earlier, but Broman et al.
(1987) found that the usually suspect variables, such as care during the
first year of life, accounted for relatively little (within-race) variation.

A second possible (and quite common) reply to the time-of-onset
data is that the relevant early environmental factors have simply not
been identified, but there are two countervailing considerations. First, it
is an ethological rule of thumb that the earlier and more regularly a
phenomenon appears in a population, the likelier it is to be genetically
controlled. Earliness and uniformity rule out any factors whose time of
impact varies, which excludes many environmental factors and
therewith reduces the prospects for an environmental explanation.2!
Environmentalists must posit a factor that affects all black and white
children between birth and the third year.

Second, anticipating normative issues, the earlier in life
differentiating environmental factors enter, the less likely they are to
be the fault of whites. Low teacher expectation cannot quash the
intelligence of blacks before they reach school. Hence, whatever early
environmental factors lower black IQ are less likely to create white
liability for the intelligence gap or its consequences.



4.11. PHYSIOLOGICAL RACE DIFFERENCES

Races differ in a number of physiological correlates of intelligence
and temperament that offer plausible proximate causes of phenotypes
and are almost certainly under genetic control. Many of these
differences are present at birth, so are unlikely to be due to social-
environmental causes.

Table 4.4
Cranial Capacities by Race (in cm3)22

Sty Black White  Asian Sample N Black/Whire
Ho et al. 1980 12673 13702 — 1261 92
Gould 1981, b b

after Morton 1356 1426 1426 Ca. 600 .05
Beals et al. 19584 1276 1362 1380 20,000 93
Rushton 1993, d

after Herskovits 1295 1421 1451 S0,000+ 91
Rushton 1992, A
Army Personnel 1346 1361 1403 6,325 08
Rushton 1994,

I. L. O. data 1228 1284 1312 “Tens of thousands™ .95

a. Converted from g“f by equation cm? = 1.036 g.
b. Converted from in.

c. Black samglc said to yield “an average value between 82 and #3, but closer to 83, taken here
to be 82.75in.

d. Males only.

a. Converted from gms by equation cm3 = 1.036 g.
b. Converted from in.3

c. Black sample said to yield “an average value between 82 and 83, but
closer to 83,” taken here to be 82.75in.3

d. Males only.



The reality of 1Q (g need not be assumed) and the correlation of .4+
between IQ and brain size discussed in chapter 3 predicts race
differences in brain size when body size is fixed. These have been
found, with Asian brains larger on average than white brains, and white
brains larger than black brains. Table 4.4 displays the differences in a
range of studies, all but one of which control for sex. The rightmost
column indicates the black/white ratio. The variation in the estimates is
due primarily to the variety of techniques used: Ho et al. (1980)
weighed brains at autopsy, whereas the other studies inferred cranial
size from amount of birdseed or shot held, or from measured
circumference.23

Not displayed in Table 4.4 is an underreported study by Persaud et al.
(1994) which found by MRI that, among 108 white, African, and West
Indian schizophrenics, victims of affective disorders and normal
controls, intracranial volume was related to ethnicity at a significance
level of .007. Further data are not given (and Persaud has not responded
to my request for more), but significance at the .007 level for a sample
as small as 108 indicates a sizable ethnic difference. A complete review
of the brain-size/IQ literature appeared (Rushton and Ankney 1996) as
this book was going to press.

The weighted average of the black/white ratio, excluding the Persaud
study, is a bit below .95. According to Jerison (1973: 66, eq. 3.10), the
number of neurons in the brain is proportional to the 2/3 power of its
weightaa.24 There are therefore about 96% as many neurons in black
brains as in white. As the SD of interindividual brain measurements
runs at about 6% of the mean, a 4% difference is considerable.
Although the functional importance of the head width/head length ratio,
or cephalic index—indicative of roundness and volume—is disputed, it
is slightly higher in whites than blacks (Harrison et al. 1964: 209),
suggesting more mass in the regions controlling abstract thought.25



One might conjecture (Schwartz 1991; also see Halpern 1995) that
racism reduces head and brain size. The fixing of brain size in infancy
makes this unlikely, and mean black head perimeter at birth is less than
white (Broman et al. 1987). Black neonates are also smaller and lighter,
and gestate for a shorter time, but the size difference vanishes when
gestation period is fixed, and, while black infants overtake white
infants in stature, they do not catch up in head size.

The 1Q-head size correlation has been empirically established for
both whites and blacks (Jensen and Johnson 1994, Jensen 1994). Since
head size correlates with brain size, an IQ-brain size correlation exists.
It is theoretically possible that IQ regresses differently on brain size for
blacks and whites, and therefore that brain size plays a different role in
explaining between-race and within-race intelligence differences. Note
that a race difference in the significance of brain size would actually
favor hereditarianism, as indicating a biologically based difference in
neural organization. In any event, roughly similar correlations between
IQ and cranial circumference have been found for both blacks and
whites in a study involving 14,000 children at ages four and seven
(Jensen and Johnson 1994). Virtually no difference in cranial
circumference was found when IQ was controlled for, so the intersects
of the regressors must be quite close. A slight difference in IQ remains
when circumference is controlled for, perhaps an effect of the race
difference in cephalic index. Paralleling the increase of an IQ subtest’s
correlation with head size with its g-loading, Jensen notes a correlation
of .7+ between the size of the black-white difference on a subtest and
its correlation with head size.

An important noncognitive physiological race difference concerns
the hormone testosterone, a facilitator of aggression and libido. Ross et
al. (1986) report testosterone levels in black males 19% higher than
those of white. Ellis and Nyborg (1992) report a difference of 3.3%,



attributing the discrepancy to the Ross et al. sample’s having been
younger. Testosterone levels fall with age within-race, and “There
appears to be more of a decrease in testosterone values with age in
black men” (1992: 74), a decrease perhaps connected to theconvergence
of crime rates for black and white males after age 40. Lynn (1990b)
argues that the greater incidence of prostate cancer in blacks is further
evidence of higher black levels of serum testosterone, as prostate
cancer victims exhibit higher levels of serum testosterone than healthy
controls.

Elevated testosterone in black males is unlikely to be an effect of
racism, since stress and loss of status typically reduce testosterone
levels in primate and human males (Kemper 1990: 23-24). For the
same reason the black testosterone advantage works against
explanations of black behavior in terms of low self-esteem. In any
event, “recent evidence has shown that black men exhibit biochemical
responses to stress that are, on average, distinct from white men” (Ellis
and Nyborg 1992: 74). These differences in response-readiness are
presumably nonsocial in origin.

Neisser et al. (1996) omit the evidence relating to race differences
brain size or serum testosterone, presumably because it is indirect.



4.12. ADOPTION STUDIES

The closest approximation to a crucial experiment pitting
hereditarianism against environmentalism is cross-racial adoption. I
know of no studies of white children adopted by blacks, but two studies
have been done of black children adopted by whites. One involved
black/white hybrids fathered by black American soldiers stationed in
Germany and reared by their white biological mothers. I have relied on
secondary sources (Brody 1992, Brody and Zuckerman 1988: 1028),
which report that the IQs of the mixed-race preadolescent adoptees
were about the same as those of illegitimate children of white
American soldiers raised by their biological mothers. This study did
not control for differences between the IQs of the fathers and the
general black population or follow the mixed-race children through
adolescence. Also, hereditarianism predicts higher IQs for hybrids than
for blacks with more African ancestry. This German study nonetheless
supports environmentalism.

A more careful study (Scarr and Weinberg 1981; Weinberg, Scarr,
and Waldman 1992) followed 101 white families who adopted 130
black or mixed-race children, 25 white children and 21 “Indian/Asian”
children, and had 143 biological offspring. Table 4.5, adapted from
Weinberg, Scarr, and Waldman (1992) and reproduced from Levin
(1994), summarizes the mean performance of family members and
adoptees on various measures of mental ability and achievement in
both 1975, when the average age of the adoptees was seven and that of
the birth children ten, and ten years later in 1986. B/W denotes the
mixed-race cohort, B/B the adoptees with two black parents, or “black,”
and W the white adoptees; the Asian/Indian cohort is omitted. The
fusion of the black and mixed-race cohort is slightly smaller than what
the authors call the “Black/interracial” cohort, since the parentage of
some “socially classified black children” was not known (Scarr and



Weinberg 1981: 122). I have disaggregated where possible, using
figures for the “Black/interracial” cohort only when separate figures for
black and mixed-race are not given.26

As the authors assert, these data do “demonstrate the persistent
beneficial effects of being reared in the culture of the schools and the
IQ tests” (Weinberg, Scarr, and Waldman, 1992: 131), for in both 1975
and 1986 the IQs of the black children exceeded national black
averages. The mean IQ of the seven-year-old black group in 1975 was
96.8, .78 SD above the national black mean, although still a significant
.22 SD below the national white mean. It should also be noted that the
mean IQ of Minnesotan blacks is considerably above the national mean
(Shuey 1966: 155, 183). (I know of no national data for mixed race
children.) Weinberg, Scarr, and Waldman also take the data to show
that “the social environment maintains a dominant role in determining
the average level of black and interracial children”; in 1981 they had
concluded that “putative racial genetic differences do not account for a
major portion of the IQ performance difference between racial groups,”
and in 1992 they reiterate that “genetic background” is not the sole
determinant of the race difference in IQ. However, they stop short of
endorsing extreme environmentalism, and in fact, contradicting their
words, their data support hereditarianism, indeed strong
hereditarianism.

Table 4.5 Performances of Cohorts on Measures of Ability and Attainment



Biological

Measure Parental  Offspring B/W B/B W
Na 171 118 (105)b (105)b 18
IQ 1975 119.5 116.7 109 96.8 111.5
N =198 N =143 N==6 N =120 N =25
IQ 1975%¢ 120.3 116.4 109.5 05,4 117.6
N =158 N=104 N=355 N=21 N=16
IQ 1986 11535 109.4 98,5 89.4 105.6
Vocabulary 1975¢ — 73 (5T)b (57)b NG
Vocabulary 1986¢ — 70 60 54 62
Reading 1975° —_ 74 (55)b (55)b NG
Reading 1986¢ — 73 59 48 56
Math 1975¢ - 71 (55)b (55)b NG|
Math 1986° — 69 50 36 56
Aptitude 1986° = 66 42 17 61
Class Rank 1986°¢ —_ 64 40 36 54
G.P.A. 1986 — 3 2.2 2.1 28

a. Of participants in the follow-up study.
b. B/B and B/W not disaggregated.

¢. Stanford-Binet, WISC, or WAIS.

d. WISC-E or WAIS-R.

e. In percentile rank.

f. Mot given.

a. Of participants in the follow-up study.
b. B/B and B/W not disaggregated.

c. Stanford-Binet, WISC, or WAIS.

d. WISC-R or WAIS-R.

e. In percentile rank.

f. Not given.

The most pertinent comparisons are those between the black cohort



and the birth children, and between the black and white adoptee
cohorts. The natural statistic by which to compare these groups is d, a
pooling of the SDs of the groups being compared as weighted by group
size.2” Weinberg, Scarr, and Waldman compute a pairwise d of .99 for
the birth children and the combined black/interracial group. However,
we also see that d for the birth cohort-black cohort in 1975 was 1.63
and 1.58 in 1986. (These numbers are inflated by the small sample SDs;
assuming a “true” pooled SD of 15 reduces both ds to about 1.3.) Such
large ds are not predicted by environmentalism. If environment
accounts for all between-race differences in IQ, one would not have
expected the difference between the black adoptees and the birth
children to exceed the deviation of the birth children from the white
genetic mean (see below). In addition, environmentalists would
presumably expect preadoption experience to be a significant source of
variance, but Weinberg, Scarr, and Waldman (1992) report that, so far
as can be determined given its limited range of variation, time of
adoption explained 17% or less of the variance in adoptee test scores.

What complicates matters is that the birth cohort was evidently
atypical of whites. “Clergyman, engineer and teacher” are given as
typical occupations of the adoptive fathers, who average 16.9 years of
schooling (Scarr and Weinberg 1981: 116). The adoptive families are
characterized overall as “highly educated and above average in
occupational status and income.” It is reasonable to assume that the
birth cohort is above the white mean genetically, so that a large d
separating this birth cohort from the black adoptees does not show that
H? > 0 (an objection that is unavailable, incidentally, if H? 0.) The
white adoptees, presumably not above the white average in genetic
makeup, are appropriate controls. In 1975, d for the white and black
adoptee cohorts was 1.72, and in 1986 it was 1.28. Again assuming a
true SD of 15 for both populations in both years reduces d to 1.48 and



1.08 respectively. Presumably genetically typical whites and blacks
raised from birth in the same (very favorable) environments thus differ
at the end of adolescence by a bit more than 1 SD, the usual gap.

A sharper focus is provided by the common environment of the
adoptees. Environments within families whose parental IQ is 115 and
whose children’s mean IQ is 109 (to use the more recent norms) are
presumably quite rich, whether because rich environments produce
high IQs or (the gene/environment correlation hypothesis) high IQs
produce rich environments. That the adoptive environments were
indeed favorable to cognitive development is further indicated by the
above-average performance on all measures by the white adoptees, as
noted a sample probably not biased toward the high end of the white
scale. It may be concluded that rearing in a rich environment up to age
seven will bring the IQs of typical black children to within .2 SD of the
white mean, and that rearing in such an environment up to age 17 will
bring the 1Qs of blacks to within —.8 SD of the white mean. This .6 SD
increase in the gap over time fits the known increase of H2? with age.

The 1986 black mean was 89.4 on tests on which the national black
mean is 85 (Jensen and Reynolds 1982). Assuming the black adoptees
represent the overall black population, blacks raised to adolescence in a
white environment did about .3 SD better than they would in a black
environment, less improvement than is predicted by black and white
agreement in the intelligence polygene. An hypothesis that better fits
the data is that about 70% of the deviation of the races from the
between-race mean is due to genetic variation, i.e. that H2 is .72 = .49.
However, because of the superior richness of the adoptive
environments, .49 may understate H2. The authors do not given an SES
index for the adoptive families, so attempting to measure the extent of
this superiority may appear an exercise in arbitrariness, but three
assumptions about within-family environment suggest themselves.



First, a family’s environment might be reflected by the IQ of its birth
children, in this case 109 at age 17. By this measure, the black
adolescents were raised in environments whose mean is (109 — 100)/15
= .6 SD richer than the white mean, and on the same assumption, 1.6
SD richer than the black mean. It follows that a 1 SD improvement in
environment makes a .3/1.6 = .1875 SD difference in IQ for the black
adoptees, yielding an H2 of (1 —.1875)2 = .66.

Second, richness of family environment might be reflected by
parental IQ, in this case about +1 SD. Estimated H? is then (1 —.15)2 =
7.

Third, it might be most natural to measure family environment by
the IQ of white adoptees reared within it, although so doing ignores
genotype/environmental correlations. In that case, computations like
the foregoing yield an estimate for H? of .59. All three estimates
resemble those for H2? derived from twin studies.

The trend found for IQ holds for measures of academic achievement,
including mathematics, general aptitude, and class rank. The overall
academic performance of the blacks by late adolescence as indicated by
a mean class rank in the 36th percentile is well below the mean of 50. I
have been unable to find data on the mean class rank for blacks
nationally in elementary and secondary schools, but reasonable
inferences are possible that yield estimates of the role of genes in race
differences in academic performance. As class rank generally parallels
IQ, the mean class rank for blacks nationally should be near the 16th
percentile. (Expressing the white mean as z = 0, the black mean lies at z
= —1, above 16% of the total population.) This assumption is consistent
with the 2- to 3-grade race difference on typical tests of achievement. A
mean class rank at the 36th percentile corresponds, by coincidence, to a
z of —.36. Thus, blacks reared in an environment 1.6 SD above the black
environmental mean show a .64 SD improvement in class rank. One



might infer that race explains 36% of the between-race variance in
class rank.

Again using data from Weinberg, Scarr, and Waldman (1992), Table
4.6 displays the differences between the birth cohort and adoptive
cohorts on the various indicators of ability and achievement. The
bottom row gives the average of the ds in each column. Except for
reading in 1986, the white group consistently outperforms the mixed-
race group and the mixed-race group consistently outperforms the
black group. In light of the means of the ds, the mixed-race outcomes
lie just above halfway between those of the black and the birth cohorts,
and white adoptee outcomes lie about three-fourths of the way toward
the birth children. Calling white performance 1 and black performance
0, the mixed-race cohort lies at .545. Although interaction precludes
precise numerical prediction, this is the order and the magnitude of the
gaps hereditarians expect. If the mean white genotype produces higher
intelligence than the mean black genotype when environment is fixed,
the intelligence of black/white hybrids should be intermediate and that
of genetically typical whites should lie between that of the hybrids and
the genetically favored whites. If, on the other, hand, mistreatment
because of race completely explains these discrepancies, lighter but
still plainly Negroid blacks should not outperform darker blacks. The
modest .21 SD for the distribution of birth-mixed-race ds indicates
uniform performance across variables for the birth and mixed-race
cohorts. Greater white dislike of darker-skinned blacks may explain
part of the black/mixed-race performance gap, but why should the
effects of this animosity so closely mimic the hereditarian prediction?

Table 4.6 Between-Cohort Performance Differences



Measure d(Birth-B/B)y  d(Birth-B/W)  d(Birth-W) d(W-B/B) d(W-W/B)

IQ 1975 1.63 0.53 —0.09 1.72 0.63
1Q 1986 1.58 0.86 0.3 1.28 0.56
Vocabulary

1975 94a b4 b b b
Vocabulary

1986 62 39 31 ] .08
Reading

1975 .7la At b b b
Reading

1986 93 52 .56 37 -.03
Math

1975 654 .b52 b b b
Math

1986 1.3 76 52 8 24
Aptitude

1986 2 98 2 1.8 .78
Class rank

1986 96 82 34 62 A8
G.P.A.

1986 1.28 1.14 28 1 .85
d 1.14 75 26 99 A5

a. Black and mixed-race not disaggregated
b. Data not available

a. Black and mixed-race not disaggregated
b. Data not available

In reply to Levin (1994) and Lynn (1994a), Waldman, Weinberg, and
Scarr contend that adoption experiences for the white and black cohorts
did differ, but seemingly concede that controlling for that variable does
not reduce the IQ gap by more than about 15% (1994: 35, 36). They
also observe, what is true enough, that previous studies using blood



group frequencies have not found significant correlations between
degree of African ancestry and IQ, although one might reply that theirs
is then the first study that does. The hypothesis Waldman, Weinberg,
and Scarr favor is that the black adoptees’ race triggered “racially
based environmental effects” (40), so that what their study reveals is
“the pervasive effects of racism in American life” (41; cf. Block 1995).

Now, subtle forms of racism may explain some or all of the
deterioration in black adoptee performance. However, Waldman,
Weinberg, and Scarr cite no evidence that this is so, and, as I cautioned
in chapter 3, the sheer possibility of explaining away evidence against a
hypothesis, in this case H? ~ 0, does not support it. There also remains
the unexplained sensitivity of racism to degree of African ancestry. In
the terminology of n. 1 of Chapter 3, the Minnesota adoption study is
prima facie evidence that H2 > 0, the Waldman-Scarr-Weinberg racism
hypothesis to save H2~ 0 is ad hoc, and the adoption study is not even
prima facie evidence for H2= 0.

Furthermore, while adoption studies may ignore racism, they may
also understate H2 by ignoring gene/environment correlations, since the
“culture of the schools and the IQ tests” that benefits black IQ may
itself be a correlate of white genotypes. To the extent that family
background reflects genetic factors, exogenous environment explains
less of the between-race variance that it immediately appears to.

Finally, two-thirds of the transracial adoptees also scored in the
clinically deviant range on the MMPI (DeBerry 1991), as did about the
same proportion of the biological offspring. This suggests a significant
genetic component in the race difference in temperament, and, perhaps,
that rearing in close proximity to black children adversely affects white
children.

That Neisser et al. (1996) omit the Minnesota study, despite citing
items that report it, warrants caution about their negativity toward



hereditarianism.



4.13. INTERVENTION STUDIES

Interventions to improve the academic performance of poor children,
predominantly and sometimes exclusively black, also test the theory
that the race difference in IQ is due entirely to poor environments. This
theory predicts that exposure to rich environments of the sort such
programs provide will markedly improve the 1Qs of “at-risk” black
children. The failure of these programs is described in Spitz (1986) and
Currie and Thomas (1995).

Three characteristic efforts are the Perry Preschool Program in
Ypsilanti, Michigan, the Milwaukee Project, and Head Start. In the
Perry Program, black children with IQs from 50 to 85 were given
special classes for five years and tracked until age 19 against controls.
In the Milwaukee Project, children six months of age or younger of
low-1Q black women spent large parts of each day for five years in an
Infant Stimulation Center. There were also extensive home visits and
remedial education for the mothers (also see Garber 1988; and Jensen
1985a, 1985b, 1989). Incidentally, the director of the Milwaukee
Project was convicted of embezzlement; so far as I know, his
demonstrated dishonesty has never been wused to discredit
environmentalism, although the evidence of fraud against Burt, widely
taken to discredit hereditarianism, was much flimsier.

In each case, the experimental children made large gains in IQ and
academic performance while the program lasted, but these gains
disappeared after the program came to an end (Spitz 1986: 90, 103—
108). For instance, by the fourth grade, the experimental children in the
Milwaukee group were at the 10—-11th percentile in mathematics, only 2
percentiles above the controls. In each case, the IQs of the experimental
children had fallen to the level of the control children by the age of 15.
Neisser et al. (1996) agree that in such studies “long run gains have



proved more elusive” (88). Ironically, the early gains of the
experimental groups in these studies appear to result from “teaching to
the test,” the common criticism of white IQ test performance.

Head Start, the best-known enrichment program, has at this writing
become something of a scandal. Project Follow Through, introduced
when Head Start children were not maintaining their early gains, also
failed to produce lasting differences either in academic achievement or
IQ as measured by the Raven’s Matrices (Spitz 1986: 91-93). In a
study comparing the performance of Head Start children with siblings
who did not participate in the program, Currie and Thomas (1995)
found that, while at age ten white children retain a gain of 5 percentile
points on the Picture Peabody Vocabulary Test, “by age 10 African-
american children have lost any benefits they gained” (359), a
dissipation of benefits uncorrelated with black home environments.
Likewise, a small but statistically significant inverse correlation for
whites between Head Start participation and repeating a school grade
was not matched by blacks.

Its advocates (e.g. Zigler and Berman 1983) now characteristically
endorse Head Start for its positive effects on social behavior rather than
intellectual ability. An article in Scientific American purporting to
show it “abuses science” (Beardsley 1995) to argue that intervention
does not boost IQ ends by walking away from IQ, arguing instead that
“providing education can help [low-IQ] individuals in other ways.”
Health benefits are often cited. However, Currie and Thomas found
that, as measured by height-for-age, participation in Head Start had no
effect on health (356). In any case, such non-intellectual benefits of
Head Start as there may be are irrelevant to the main point. Contrary to
environmentalist predictions, intervention beginning at age three makes
no difference to the intellectual development of blacks. Perhaps
surprisingly, intervention for whites does, indicating a possible



nonsocial race difference in receptiveness to stimulation.

Currie and Thomas neglect to consider this possibility, limiting their
hypotheses to “heterogeneity in program delivery or the types of
schools that whites and African-Americans attend once they leave the
program” (359). However, on their own showing Head Start programs
tend to be uniform, and the conventional environmentalist explanation
of “fade-out” is that enrichment programs begin too late, after
environmental factors have affected black children.

But let us look at one specific factor very often proposed, namely
malnutrition, in turn attributed to racism?8—the denial by whites of
child-care information for blacks, or black prospects so dim that black
parents ignore their children’s well being. Now, a nutritional deficit
might equally well be a passive environmental correlate of genes. After
all, no external source provides whites with child-care information. On
the correlate hypothesis, low black parental intelligence is transmitted
to children, and causes black parents to select poor diets for their
children. But in fact black children eat as well as white. According to a
1985-1986 survey by the U.S. Department of Agriculture described in
Rector (1991) and Rector and McLaughlin (1992), black preschool
children consume 56.9 grams of protein daily to 52.4 grams for white
preschool children, both quantities more than twice the U.S. Daily
Recommended Allowance (USRDA). Children in families 75% below
the poverty line, a disproportionately black cohort, consume about as
much vitamins A, B-6, B-12, C, and E, thiamin, riboflavin, niacin,
phosphorus, and magnesium as children in families 300% above the
poverty line, and more than the USRDA. Both poor and nonpoor
consume less than the USRDA of calcium, zinc, and iron by about the
same amount. Banfield (1974: 131) cites a 1955 Department of
Agriculture survey showing that the diets of the lowest income third in
cities receive more than the USRDA in calories, protein, minerals,



calcium, iron, and vitamins. (Duncan and Currie 1995, on the other
hand, cite evidence of greater iron anemia among the poor.)

Since malnutrition retards bone ossification, the relatively greater
speed of ossification of cartilage in black children (Jensen 1973: 338—
339, citing Taylor and Myrianthopolous 1967) indicates adequate
nourishment. Such black precocity is in fact characteristic. Up to 18-24
months, black infants outpace white infants in muscular and
neurological development (Bayley 1965), playing pat-a-cake, walking
with help, standing alone, and walking alone, and exceed white infants
in the Gesell “Development Quotient” when age is controlled for.
(Within-race, the Gesell Quotient correlates slightly negatively with
later 1Q.) This offset favoring blacks is inconsistent with greater black
malnutrition. The simplest explanation of the failure of intervention,
then, is that nonenvironmental factors account for black IQ.

Hopes for intervention programs obviously assume that intelligence
is teachable, a proposition in whose defense Fischer et al. commit a
fallacy of remarkable grossness (1996: 47-51). “If intelligence is
defined as mental self-management,” they argue, “intelligence can be
taught. The very existence of business schools attests to our confidence
that management skills can be taught” (47). Similarly, if intelligence is
a matter of identifying relations, “then students can certainly be taught
them. We regularly teach small children to recognize thousands of
relationships among a small set of signs” (49). Finally, they reason,
“because every expert was once a novice, somehow novices must learn
to think like experts. Differences in how novices and experts process
information could therefore be taught, as part of mental self-
management” (50). Yet the very question at issue is whether every
individual or every group can learn mental self-management, relations,
or anything else at the same rate—whether, that is, all individuals and
groups are equally phenotypically intelligent—and whether any



individual or group differences in the capacity to learn mental self-
management and relations are due to genetic variations. Why are white
children better than black children at this skill by the fifth year of life?
The “alternative paradigm” Fischer et al. present does not even address
this issue. Forget that in this context appeal to business school
“management” techniques is an equivocation; defining “intelligence”
as something learnable invites us to ask about the comparative abilities
of blacks and whites to learn to be intelligent. A difference in this
ability, whatever it is called, leaves “intelligence” beside the point.



4.14. BLACK ATHLETIC ABILITY

The hypothesized malnutrition of blacks also conflicts with blacks’
greater mean mesomorphy (Herrnstein and Wilson 1985: 469), and
success in sports: undernourished children should not grow up to
dominate sports at all levels. In fact, the remarkable athletic attainment
of blacks merits fuller discussion.

American blacks are widely perceived to be most prominent in sports
requiring fast reflexes and sudden exertion such as boxing, sprinting,
jumping, hurdling and basketball—a stereotype acknowledged in the
title of the popular movie White Men Can’t Jump. In a literature
review, Malina (1988) confirms that blacks do excel in the dash, the
long jump, and vertical jumping. Blacks are overrepresented in
baseball, but particularly so in the outfield, where a premium is placed
on fast starts, speed, and power hitting. Blacks in football are typically
running backs, seldom quarterbacks. Worthy and Markle (1970) argue
that blacks dominate positions that require quick reaction, while whites
dominate positions from which actions are initiated, such as
quarterback and pitcher. By contrast, blacks are underrepresented in
sports requiring concentration and control, such as tennis, golf,
bowling, and, with the exception of East Africans, distance running,
despite the wide availability of facilities for most of these activities,
and are virtually absent from competitive chess, bridge, and Scrabble,
games heavily dependent on mental ability.

The scarcity of black swimmers can be explained by blacks’ greater
mesomorphy, which implies a lower ratio of fat to denser muscle tissue
and consequent lower buoyancy. The advantage in this case of
explaining a sports difference physiologically rather than
psychosocially, as by low self-esteem and racism (see, e.g., C. Walker
1995), is characteristic. Unlike psychosocial variables, physiological



variables can account for the pattern of black achievement. Ama et al.
(1986) have verified that African blacks have relatively more “fast-
twitch” muscle tissue than whites, a trait American blacks presumably
share. In addition to having less body fat, American blacks are on
average stronger and have heavier bones, longer extremities, and
narrower hips (Noble 1978; Jordan 1969; Malina 1969, 1973, 1988),
differences sufficient to explain attainment where jumping and speed
are needed. Moreover, race differences in jumping and running are
present by age five or six, and many observers unaware of the Gesell
Scale have commented on the “motor precocity” of black children
(again see Malina 1988). These differences persist when social class is
controlled for (Malina 1988), further weakening socioeconomic
explanations of black sports attainment. The popular theory that blacks
choose sports as a way out of poverty leaves it mysterious that blacks
should chose a path through basketball rather than tennis—or
mathematics, said by the same theory to be the Chinese route into the
American mainstream.29 Furthermore, the flight-from-poverty theory
provides no mechanism by which a desire to excel creates ability.
Ambition inspires practice, but it also inspires whites to practice, with
less impressive results. I would add my personal impression, confirmed
by several athletic coaches I have consulted, that practice is relatively
unimportant for the activities at which blacks excel, such as sprinting,
jumping, and shooting a basketball. Training does not increase
sprinting speed as it improves endurance and time in distance events.

A rather fanciful sociological theory has it that whites let blacks
excel in sports to confirm the stereotype of black physicality. The
obvious difficulty with this theory is the absence of evidence for and
the abundance of evidence against the motive it ascribes: colleges and
professional teams certainly appear to recruit black (and white) athletes
for the sole purpose of winning. A less obvious but equally serious



objection is that white desires for black excellence could not enable
blacks to excel, nor direct black efforts into the particular channels they
take. Why should whites wishing to confirm black physicality make
blacks outstanding boxers but mediocre swimmers? Again, a
sociological hypothesis fails to explain the pattern of black
performance.

Far from supporting racism as an explanation of overall low black
attainment, the exclusion of blacks from professional sports until the
1940s undermines it. What the late integration of sports shows is that
as soon as blacks were allowed into professional athletics, where their
talent was equal to the opportunity, they rose rapidly. If American
whites are racists, why do they avidly follow the 90%-black National
Basketball Association and the 66%-black National Football league? At
present, affirmative action makes it easier for blacks to enter science,
business, and higher education than it ever was to enter sports. No
money is spent to increase black representation in basketball or
football: the great number of athletic scholarships awarded blacks are
merit-based.30 At the same time, the National Science Foundation and
the National Institute of Health alone have spent over $2 billion since
1972 on programs to increase black representation in science (Gibbons
1992: 1181); despite Medical College Admission Test scores much
lower than those of whites, over 80% of blacks in medical school
receive scholarships (W.-M. Lee 1992), and the acceptance rate of
blacks to elite colleges is much greater than that of whites with
superior records (Zelnick 1996: 132-137). That blacks fare better in
sports than other fields suggests that black absence is not due to lack of
opportunity.

It is a matter of observation that, as George (1992), C. Walker
(1995), and Jones and Hochner (1973) assert, blacks play with a
distinctive flamboyant style unlike that of whites. The black approach



emphasizes individualism, flair, and expression, as opposed to the
white approach of subordinating the individual to the team and the goal
of winning (Jones and Hochner 1973). Larry Bird did not shoot like
Julius Erving or any of dozens of other black basketball stars. In the
1930s, the heyday of Joe Louis, sportswriters speculated that blacks
were successful in sports like boxing because they were emotionally
geared to short bursts of tremendous effort that whites could not match.
These differences appear to be extensions of the differences in
aggression and self-assertion discussed chapter 3.



4.15. AFRICA AND ELSEWHERE

Waldman, Weinberg, and Scarr (1994), Bodmer and Cavalli-Sforza
(1970: 27), Jencks (1992: 99-100), Pettigrew (1964), and Crow (1969)
all observe—a version of the environmental-reaction theory—that
adoption and intervention studies do not control for perception of race.
Hacker puts the point generally:

[T]here is no way to factor out whether any part of the results reflect “racial” elements in
some genetic sense, since we would have to adjust for every specific environmental influence
as it has affected each individual. (Indeed, even when a white family adopts a black infant,
the child knows that she is “black” and that image of herself will affect how she adapts to a
“white” environment.) (1992: 27; again see Block 1995: 107)

In fact, adoption of white-looking Negroid infants by whites unaware
of their ancestry would factor out white attitudes toward color,
although this design is unlikely to be realized. Another (impracticable)
design is four-way comparison of the performance of light- and dark-
skinned blacks whose proportion of sub-Saharan ancestry, as
determined by family trees or DNA testing (see Cavalli-Sforza 1994),
is genetically low and genetically high. Environmentalism predicts that
light-skinned blacks of any degree of African ancestry will outperform
dark-skinned blacks of any degree of African ancestry, while
hereditarianism predicts that individuals with relatively little African
ancestry will outperform individuals with more irrespective of skin
color.

White perceptions are however factored out in Africa, where blacks
have been dominant for millennia. Chapter 3 mentioned some medieval
Arab characterizations of Africans. The first European explorers to
encounter African Negroids also found their most salient traits to be
present-orientation and absence of intellectual curiosity. Baker cites
some characteristic descriptions:



Livingston writes of the Bechuana, for instance, “No science has been developed, and few
questions are ever discussed except those which have an intimate connection with the wants
of the stomach.” Generalizing more widely he remarks, “All that the Africans have thought
of has been present gratification.” Fynn, too, tells us that he seldom found any Zulu gifted
with the inquisitiveness that makes people interested in knowledge, apart from the possibility
of its immediate application to the practical affairs of their lives.... Livingston found that the
Barotse had retentive memories on which he could rely for information about events that they
themselves had actually witnessed long ago; but he found little evidence anywhere of
foresight or thought about the distant future.... Du Chaillu writes of the “utter improvidence”
of the Gabon tribes. Speke expresses the same idea when he says that the Negro “thinks only
for the moment.” (1974: 396-397)

It would be a remarkable coincidence if oppression in the United
States produced the same traits found among indigenous Africans
unexposed to whites. The principle of parsimony counsels rejecting
such an interpretation: the cause of the present-orientedness and lack of
intellectual curiosity of blacks in Africa may be assumed to be the
same as the cause of comparable traits found in American blacks.

Lynn (1991a) surveys 11 studies conducted between 1929 and 1991
on approximately 6000 African children and adults,3! most using some
form of the nonverbal, culture-fair Raven’s Matrices. The weighted
mean IQ for blacks in these studies is 73.3, with the mixed-race group
performing intermediately. Kamin (1995) criticizes Lynn for
converting Raven scores into IQs, but conversion is unobjectionable for
tests like the Raven that load as heavily on g as other 1Q tests do. A z
score on the Raven corresponds to the identical z score on an IQ scale;
the size of a gap in SD units is what matters, not the essentially
arbitrary numbers expressing it. Kamin is also right that, in some cases,
the raw scores are not normally distributed. However, as explained in
chapter 3, normality per se is irrelevant to group differences.32

Table 4.7 Zimbabwe-English Performance on WISC-R and Raven’s Progressive Matrices



Zimbabwe N = 204 English N = 202 da
Mean sD Mean SD
WISC-R Verbal IQ 69.71 10.82 95.3 12.65 2.18
WISC-R Performance I} 69.76 13.45 05,22 13.14 1.91
WISC-R Full Scale 67.09  11.65 94.7 11.77 2.35
Raven’s 7236 12.1% 96.71 12.48 1.97

Source: Zindi (19594)
a. In weighted mean SD units

In a separate study of 1093 South African black secondary school
children, 1056 South African white children, and 778 mixed-race
hybrids on a form of the Raven’s for which the white mean and SD are
50 and 10, the black/white d is 2.78, and the white/hybrid d is 1.35
(Owen 1992), corresponding to a black IQ in the 60s. Two more recent
studies have yielded similar results. Zindi (1994)33 administered the
WISC-R and Raven to 202 Zimbabwean secondary school children 12—
14 years of age, and 204 white London children matched for age and, as
far as possible, background. Their scores are displayed in Table 4.7.
The two groups differ by about 2 SD on the Full Scale WISC-R, Verbal
and Performance IQ, and the Raven, and the black means and SDs for
the Raven, as reported by Zindi, correspond to IQs in the 69-75 range.
Kaniel and Fisherman (1991) found that 15-year-old Ethiopian Falashas
in Israel score 2 SD below Israelis of the same age on the Raven. They
place the Ethiopian scores between the fifth and tenth percentiles of the
Raven (corresponding to IQs between 73 and 80); Lynn (1994b)
contends the Ethiopian scores lie at the second percentile for an 1Q of
69. Either way a large gap is indicated.34

An obvious issue is cultural bias and familiarity with tests. With
regard to the relative difficulty of test items, Owen reports a similar
ordering for all groups, and that “the items that best measure



differences within each ethnic group are the same items that
discriminate the most between the ethnic groups” (1992: 154). Kamin
(1995) objects that “blacks reared in colonial Africa have ... been
subjected to discrimination,” and a photograph accompanying his
article of African children in a decrepit schoolroom suggests
disadvantages relative to Western children. However, as Zindi points
out, “one begins to wonder why group differences were still observed
even on the Performance subtests of the WISC-R as well as on Raven’s
Progressive Matrices, which is said to have less cultural bias since the
use of language is not necessary for its administration” (1994: 551). It
must also be considered that the schoolroom pictured is of Western
construction, and, while decrepit by Western standards, superior to any
corresponding facility built by black Africans on their own, hence an
unnaturally stimulating exogenous environmental influence. Neutral
observers appear to agree that highly reliable tests probing the ability
to “abstract a rule” can be constructed even for Kalahari Bushmen
(Reuning 1988: 466, 477), and that the factorial structure of tests
administered to literate blacks in South Africa in particular resembles
that found for Western populations (Kendall, Verster, and Von
Mollendorf 1988: 323).

Lynn (1991a) and Lynn and Holmshaw (1990) administered Jensen’s
reaction time tests (see section 3.10) to British, Irish, Japanese, Hong
Kong and South African nine-year-olds. As in the American samples,
decision time correlated negatively with IQ as determined by Raven’s
Matrices. Negroid movement time approximated Caucasoid and
Mongoloid, but Negroid decision time exceeded that of Caucasoids,
which exceeded that of Mongoloids, and intraindividual variability for
Negroids significantly exceeded that for Caucasoids and Mongoloids.
One anomaly was that black reaction time was faster on those tasks
more highly correlated with Raven scores. (The mean of the black



sample on the Raven’s was 12.7, corresponding to a white IQ of 65.)

Since the I1Qs of contemporary African blacks are about 2 SD below
those of contemporary American whites (with American blacks
intermediate), the phenomenon of low black IQ, in Africa or the United
States, is unlikely to be due to an oppressive environment. To attribute
the white/African difference to colonialism implies that whites have
had a large effect on blacks in a short time, implying in turn a marked
black/Asian difference. Contact with Europeans, including extensive
colonization, did not lower Asian IQ 2 SD below white norms. Further,
appeal to colonialism overlooks the need to explain Europe’s total
domination of Africa. To say that Europeans had better weapons begs
the key question, namely, why European weapons were better. Why
hadn’t Africans invented explosives or the science of ballistics?
Medieval European weapons, tactics, and discipline were inferior to
those of the armies of Ghengis Khan, and overtook Asian war-making
capabilities only after the rise of modern science—itself a development
that may reflect genetic differences3> If biological explanations of
cultural differences are “reductive”— an issue taken up in the next
chapter—we begin to see why cultural explanations of cultural
differences are circular.

There are also striking parallels on noncognitive factors between
blacks in various parts of the world. In Chapter 3 I mentioned that,
when allowed to choose between getting a small candy bar immediately
or a large one later, black Trinidadian children tended more than
nonblack children to choose the near-term reward (Mischel 1958; also
1961a, 1961b). Africans display the pattern of loose pair bonding and
limited parental involvement found in American slums:

[TThere persists high fertility and a pattern of parental investment in which both mothers and
fathers invest, by Western standards, relatively little in each offspring and pursue a pattern of
delegated parental responsibility ... a mating pattern that permits early sexual activity [and]



loose economic and emotional ties between spouses.... The parents themselves do not expect
to be the major providers for each offspring throughout the children’s lives.... The norms
regarding male domestic roles do not emphasize conjugal interdependence nor intimate
involvement by fathers in the rearing of children.... This pattern [continues] in cities and
shows few signs of changing under the influence of modernization.... The psychological,
social, and spatial distance of husbands/fathers, together with their freedom from direct
economic responsibility relieves them of most aspects of the parental role as Westerners
understand the term.... The literature on the Nilotic and Niloticized Bantu-speaking tribes of
East Africa and the Fulani peoples is fairly consistent. Domestic arrangements preserve [this]
pattern.... [T]he typical African pattern is to terminate intense care of the child early (by
Western standards) in the child’s life.... As a woman enters her post-reproductive years, she
is less and less likely to have a man who is making financial contributions to her support.
(Draper 1989: 147-157)

These patterns are found “among many different ethnic groups with
differing levels of modernization and urbanization.... [E]Jconomic and
social forces that in a Western, middle-class context lead to reduced
numbers of more intensively nurtured offspring do not have the same
outcome in many African societies” (Draper 1989: 157-159).36
Common-law marriage and prolonged father-absence is also common
in Trinidad and Grenada (Mischel 1961b). Parents were unmarried in
56% of a sample of West Indian households in an British Midlands
town (Scarr, Caparulo, et al. 1983).

Although difficult to quantify, the character of an isolated society,
determined as it is by the genotypes of its members expressed in a
given physical environment, indicates its member’ innate qualities.
There are obvious differences between European, Asian, and African
indigenous cultures. Lynn (1991a) remarks that not one of the 1500
discoveries listed in Asimov’s Chronology of Science and Discovery
(1989) was made by a Negroid people. (As noted, Asimov was a self-
described “liberal,” so this omission is unlikely to be due to “racism.”)
None of the 200 most important persons in history in Michael Hart’s
list (Hart 1992) is Negroid.3” Lynn and Rushton both cite Baker’s
criteria for civilization, which include the wheel, metallurgy, building



with stone, cultivation of food plants, roads, domestication of animals,
money, laws ensuring personal security, recognition of a right of the
accused to defend himself, written language, abstract knowledge of
numbers, a calendar, schools, appreciation of art and knowledge as ends
in themselves, and the absence of gross superstitions, cannibalism,
torture, and self-mutilation. Laying aside the honorific term
“civilization,” it is an objective fact that only “Europid and Mongolid
peoples” (Baker 1974: 520) have displayed these features.38 The
African physical environment contains materials from which to
fabricate wheels, axles and yokes; that no African group developed
these devices, mathematics, or a calender suggests inability to do so.

Baker (1974: 525) emphasizes the dependence of a civilization’s
level of development on the innovations of a talented elite, but average
capacities matter as well. A lone genius may distinguish twoness from
pairs of hands and pairs of feet, but unless he is surrounded by a
sufficient number of individuals who can learn this concept from him
and transmit it to the next generation, his insight will not lead to the
development of arithmetic. The absence of science and mathematics
from Negroid cultures indicates not only the presence of fewer
geniuses, but also of fewer non-geniuses able to preserve and amplify
innovations. Afrocentrists describe the industrial revolution as
“happening to” Europe, but technological innovations don’t happen;
they are produced by human ingenuity.

That the absence from Africa of advanced material culture is more
than an accident is confirmed by the failure of postcolonial Africa to
sustain the technology left by whites.39 A journalist writes:

While the Belgians were often consummately patronizing to their African subjects, they
installed an efficient colonial administration. In time, they introduced health care, water
projects, education, telephones and power lines, helping to turn this once isolated village
[Kikwit, Zaire] into one of the most affluent and best-tended cities in the core of equatorial
Africa. Today, the legacy of Kikwit’s colonial past is swiftly disappearing. “Civilization is



coming to an end here,” said Rene Kinsweke, manager of Siefac, a chain of food stores, as
he spoke of how Kikwit has become a dispiriting tableau of chaos and catastrophe. “We’re
back where we started. We’re going back into the bush.” (K. Noble 1991; also see K. Noble
1994; French 1995)

According to another,

[W]herever there is an African society that works on a Latin
American or a south Asian level, it is because colonial influence has
been prodigious.... By the 1980s there were five times as many
Frenchmen in key jobs in Cote d’Ivoire as there were at independence
in 1960, with French nationals holding 80 percent of all posts requiring
a university degree. Now, however, the French are trickling out....
Perhaps a democracy can take hold in a country like this, but few
experts are betting on it.... Different parts of [Sierra Leone] are run by
different tribal commanders. The official government is composed of
young soldiers who control the capital of Freetown and some territory
beyond. The smell of dope is said to be common in the palace. The
streets of Freetown aren’t paved. Water and electricity services
[installed by Europeans] are sporadic. The capital’s few photocopy
machines and faxes are therefore unreliable. Crime is rising. A
Lebanese expatriate community, like the Asian one in Kenya, props up
the economy, and is therefore begrudged for it.... The empirical
evidence, whether it be in literacy rates, infant mortality rates,
economic statistics or whatever, proclaims a grim truth that the whole
issue of race in America makes us afraid to utter: African culture, in a
modern political sense, is simply dysfunctional. (Kaplan 1992)

A third writes of Liberia:

Liberia has come to bear little resemblance to a modern state, becoming instead a tribal
cauldron governed less by commonly understood rules than at any time since it became
Africa’s first republic in 1847 under freed American slaves. [A legal authority is cited:]
“Things have deteriorated to the point where what we are seeing emerge nowadays are sub-



warlords, each of whom is a law unto himself.” (French 1994: A12)

Food production in the poor African countries in 1993 was 20%
lower than in 1970; malnutrition in Zambia increased from 5% to 25%
(Darnton 1994a). Gross National Product declined by 2% annually
through the 1980s, and Africa’s share of world trade fell from 4% to
2%. “[1]t is almost as if the continent has curled up and disappeared
from the map of international shipping lanes and airline routes that
rope together Europe, North America and the booming Far East. Direct
foreign investment in Africa is so paltry it is not even measured in the
latest World Bank study” (Darnton 1994b). Several other countries
have also sunk into chaos since these words were written.

It again begs the question to explain the disintegration of
postcolonial Africa on the failure of Europeans to prepare it for
independence. Who prepared Europe for independence? Why aren’t
England and France still divided into feuding tribes? Why were
Africans “unprepared” during the millennia before contact with
whites?40

The situation in the black Caribbean resembles that of Africa. Before
a mulatto-led rebellion in 1804 made Haiti independent of France, the
French had installed roads, bridges, and an irrigation system. These had
fallen into disrepair by 1915, when the United States intervened to
stabilize Haiti economically and politically: in the 72 years preceding,
there had been 102 revolutions and coups (Maclean 1993). The Marines
left in 1934 after rebuilding the infrastructure, setting the telephones
working again, and training young Haitian men in farming skills (which
the Haitians resented). American banks took over the economy. But by
1958 these improvements had been undone; a visiting historian found
“telephones gone, roads approaching nonexistence ... ports obstructed
by silt, docks crumbling ... sanitation and electrification in precarious
decline” (cited by Maclean 1993: 55). The situation has deteriorated



since, and another American intervention has recently ended. Like
Africa, Haiti has been unable to sustain Caucasoid technology.

It may be added that Scarr, Caparulo, et al. (1983) found that West
Indians in Britain perform far below white norms on school
examinations. In one study, although blacks comprised 10% of the
school population, none had passed any A-level examination.

One can maintain that Negroids are as genotypically intelligent as
whites or Asians only by claiming that African achievements did equal
Eurasian, and that no one realizes this fact because it is suppressed.
Environmentalism thus leads unavoidably to Afrocentrism. Hacker
nearly endorses Afrocentric claims about African technology, although
he obliquely concedes that “compared with other continents, Africa
remains most like its primeval self” (1992: 28). More circumspect
environmentalists confine themselves to the American situation,
avoiding cross-cultural comparisons (but see the discussion of Fischer
et al. in section 4.20).



4.16. AFRICA, CONTINUED

The IQ of Africans bears on three further arguments against
hereditarianism. The last of these is somewhat technical, and I would
bypass it but for the currency it has gained.

The first: by choosing a heritability of .5 for intelligence, Bodmer
and Cavalli-Sforza (1970) calculate that, for genetic factors to explain
the present 1 SD race gap in the United States, the blacks above the
85th percentile in intelligence in each generation since the start of
slavery would have had to fail to reproduce. They rightly doubt so high
a level of selection against 1Q.

What Bodmer and Cavalli-Sforza must assume, however, is “that
there was no initial difference in IQ between Africans and Caucasians

. and that the divergence of black Americans from Africans started
from slavery about 200 years ago” (28), which conflicts with the the
low IQ of present-day Africans. If the first slaves were as intelligent as
whites, so too was the African stock from which they came. Assuming
a mean African IQ of 100 at the start of the slave trade, the present
African mean of 73 requires more intense selection against IQ in Africa
than Bodmer and Cavalli-Sforza find plausible for the United States
Not only does their assumption (and objection) collapse, this
assumption is not needed for the IQ difference in the United States to
be genetic. The simplest hereditarian position is that the
European/African difference already existed when slavery began.

Second: Cavalli-Sforza, Menozzi, and Piazza (1994) argue that the
typical black and white share 99.84% of their genes.41 How then can
whites and blacks differ with respect to genetic intelligence when their
genetic separation is so small? Mentioning similar findings, Tooby and
Cosmides dismiss all “folk beliefs” in ethnic group differences (1990:
34-35).



I have already addressed this question in a general way; .0016 is
small in absolute terms, but even different species are surprisingly
similar by this standard. Humans and chimpanzees share 98.4% of their
genes, for instance (Caccone and Powell 1989: 932, Table 4, and 933;
Gibbons 1990), because most human and chimp genes go to building
hearts, lungs, and other shared gross structures. Fine differentiation,
such as that between the coordination of a championship golfer and a
duffer, is the work of a minute portion of the genome. There is no a
priori reason a .16% difference in genes could not manage the nuance
needed to differentiate 70-IQ from 100-IQ human brains. More
important as an empirical matter, one cannot assume, as Cavalli-
Sforza, Menozzi, and Piazzi implicitly do, that genetic effects are
linear. That the black-white gene overlap is 1000 times the chimp-
human does not make blacks 1000 times more like whites than
chimpanzees are like humans. The human/gorilla difference, at 2.5%, is
twice the human/chimp difference (Caccone and Powell 1989), but
chimps are not midway between gorillas and humans in phenotypic
intelligence. The phenotypic manifestation of a genetic difference
depends upon the precise constellation of all the alleles in a genome.
The significance of the .0016 black/white difference must be
established empirically. Moreover, Cavalli-Sforza, Menozzi, and
Piazza calculate the mean genomic difference between human groups
as .0012, smaller than the black-white difference, indicating (by this
measure) a relatively large distance between blacks and whites.

The third objection, urged by Lewontin (1982), Gould (1984),
Wicker (1987), and Holt (1994), is that the races parted too recently to
diverge in genes.

This is correct in the strong sense Gould assigns “genetic
divergence,” namely the existence of a “ ‘race gene’ ... present in all
members of one group and none of another” (1984: 32), the same



constraint imposed by Tooby and Cosmides on “discrete” human
groups (1990: 35, 42). However, there need not be such a gene for
groups to differ genetically. Divergent combinations of the same genes
may diverge in their expression, so the same genes occurring with
different frequencies in different populations can produce mean
phenotypic differences. As Gould is constrained to admit, “Frequencies
vary, often considerably, among groups.” (Tooby and Cosmides 1990:
35 make the same concession; also see 48.) The question is whether
enough time has passed for changing gene frequencies to have
produced the phenotypic race difference.

The short answer, for readers willing to take it on faith, is “yes.” A
more detailed proof follows.

Computational experiments in Loehlin, Lindzey, and Spuhler (1975:
45-47, 270) yield a partial result. They show (a) that selection at the
rate of .01 can increase a gene’s frequency from 1% to 99% in 1000
generations,42 and (b) (assuming a value of .64 for h?) that initially
identical populations evolving in, respectively, environments that
deselect 1Qs of 65 and 60 at 2.5%, will differ in mean IQ by 40 points
after 1000 generations.43 Result (b) calls the the black-white gap to
mind, and the parameters chosen are consistent with natural processes,
but two of them, the number of generations involved and the required
divergence in IQ, are arbitrary. Current estimates of the time of the
African-European split and the African-Caucasoid IQ difference allow
a more realistic derivation.

For the sake of simplicity, let us assume an additive model in which
IQ is controlled by 100 gene loci. The two alleles for each loci may
simply be thought of as A and a; the average phenotypic value of the aa
homozygote genotype is 25, and every A adds 1 IQ point. (I’ll call the A
“dominant” and the a “recessive” for convenience, although the value
of heterozygote is the homozygotic mean.) Next, suppose all 200



alleles are present in both of two populations B and W, but with the
frequency of each a being .76 in B and .625 in W. The mean IQ of B
will then be 73 and that of W will be 100. (If the frequency of each a is
g, the probability of two As at a diallelic locus is (1 —@q)2, and the
probability of just one dominant is 2qg(l — q). Double-AA loci contribute
2 points, dominant-recessive contribute 1. Should a single population in
which q is .76 split into two subpopulations, a decrease of .76 — .625 =
.135 in the frequency of the a in one while the frequency in the other
remains constant yields a 27-point (= 1.8 SD) increase in mean 1Q. The
question is whether the 4400 generations since the Negroid/Caucasoid
split permit that change in frequency.

We can sharpen the question by introducing s, the coefficient of
selection against recessives, defined as the difference in fitness
between the double-’dominant” and double-"recessive” genotypes; an s
of .1 means that, holding all but one gene locus constant, 9 aas
reproduce for every 10 AAs that do. The larger s is, the faster gene
frequencies change and the lower the frequency of the recessive alleles
falls in each generation. In general, if gk is the frequency of the
recessives in the kth generation, q;,; = [q, (1 —5) + q(1 — @) V[ 1 —sqy].
The one-generation frequency change Aq = q, — qi._1 is [sq2(1 — q@)1/(1 —
sq2). (I assume for simplicity that selection works only against double
recessives.) Gene frequencies can change fast enough to produce the
B/W difference if the s associated with the required rate of change is
small enough to occur naturally.

To determine this, note that there is selection against recessives, so
thats > 0, when the frequency of the aa genotype exceeds its
reproductive rate. The mean phenotypic value of the reproducing
population then exceeds that of the population as a whole. Expressed in
units of the phenotypic SD, the difference between the population mean
and the mean of parents is the intensity of selection, or i. Thus, if the



mean IQ of the parents in a generation is 100.75, i = (100.75 — 100)/15
= .05. The change in the phenotypic mean of the offspring of
reproducers, that is, the next generation, depends on both i and h?; it is
in factih?, and the cumulative change after k generations is kih2.
Conservatively assigning h? the value .5, we can now estimate the i,
hence the s, needed to produce the observed race difference. Given that
Caucasoids have evolved independently of Africans for 4400
generations, k = 4400. The white-African IQ difference of 100 — 73 =
27 is, in SD units, 1.8. Hence 1.8 = 4400 xi x .5, yielding ani =
1.8/2200, or .00082. To retrieve s, we use the intuitively obvious
proportionality of s toi, and in facts = .13i.44 The s necessary to
produce the observed race difference is thus .13 x .00082 = .000106.
Assuming a generation to be 30 years raises s to .00013; a possibly
more realistic figure of 20 years reduces s to .000085. Setting the
African-white gap at 2.4 SD (a 30 point gap normalized when the black
SD = 12.5) and a generation at 30 years, s is .000173.

An alternative method for calculating s, adapting the one-parameter
case discussed in Crow and Kimura (1970), is to approximate q’s rate
of change as dq/dt = —.s(1 — q)q2. (The rate is negative because q; > ¢

94400 5 L 4400
i+1-) Then Iﬂ St = 400 _J‘?cr 44/(1 = 9% The function f(q) such that
df/dqg = 1/(1 —q)g? is In(l —q) — In(q) + 1/q. The mean value of s is

consequently 44001[f(q,) — f(q4400)] A% ) ~/(d4400)] S or 0003545

In nature, an s of .000106 (or .00035) is extremely small. For the
well-known peppered moth case s exceeds .3 (Clarke and Sheppard
1966), and Falconer (1989) reports values in the .2 range as typical for
laboratory experiments. Operationally, s = .000106 means that, in two
populations genetically alike but for a single locus at which members
of the first are AA and members of the second aa, 99,989 members of
the second population reproduce for every 100,000 reproducing



members of the first. Hence, if after reaching Europe just 11 more
individuals per 100,000 with an a allele failed to reproduce, gene
frequencies would have changed fast enough to raise the mean IQ of the
pioneers 27 points in 4400 generations. Equivalently, 4400 generations
accommodate observed IQ difference if IQ of parents in each
generation exceeds the population mean by just .00082 SD. The races
have been apart long enough to permit changes in gene frequencies
large enough to produce the observed race difference in IQ.

An independent craniometric argument yields the same conclusion.
Beals, Smith, and Dodd (1984: 306, Table 2) report a black/white brain
size difference of 1362 — 1276 = 86cm3. From New World fossil
evidence they estimate that climatic pressure changes cranial size at
3000cm3 per million years. At that rate 110,000 years suffices by a
factor of 4 to produce the known race difference in brain size.



4.17. WITHIN-VERSUS BETWEEN-GROUP HERITABILITY

It is agreed that high within-group heritability does not imply a
genetic cause for any between-group differences. Genetically identical
groups can diverge phenotypically because of environmental
differences, as did the Moderates and Athletics in 4.2 with respect to
weight. Indeed, positive within-group heritability does not imply that
phenotypically different individuals differ genetically. On average such
individuals do, but genetically identical individuals might differ
because of exposure to different environments.

However, that high between-group H2 cannot be deduced from high
within-group h? does not make the second irrelevant to the first. It is an
error to say, as Gould does, “Within- and between-group heredity are
not tied by rising degrees of probability as heritability increases within
groups and differences enlarge between them. The two phenomena are
simply separate” (1981: 157). In fact, the connection between the two is
sometimes obvious. Not only is height heritable among the tall Tutsis
and the short Eskimos, the height difference between them is also
almost certainly genetic. No environmentalist however adamant
expects Tutsi babies raised in Alaska to grow up squat.

An inference from nonzero h? to nonzero H2 is natural in the
Tutsi/Eskimo case because Alaska and Africa, despite their contrasts,
do not seem dissimilar enough to produce a height disparity as great as
that separating Eskimos from Tutsi. This is the central lemma: The
larger his for a trait, the greater must be the difference in the
environments of two genetically identical groups to produce a given
mean group difference. Hence, as h, grows, it becomes less likely that
any given between-group phenotypic difference can be explained

wholly environmentally. Differences in environments accounted for the
15-1b Moderate/Athletic weight gap, but those differences would not



have explained a 75-1b gap. This is the tie of rising probability between
h? and H2.

Suppose the mean Eskimo-Tutsi height difference is .4 SD. To
determine how much their environments would have to differ to
explain this discrepancy fully, imagine first that the within-group
heritability of height (for both groups, for simplicity) is .2. This is to
suppose that identical twins—or two representatives of genetically
identical groups—whose environments differ by 1 environmental SD
typically differ in height by .89 SD. Environment explains 1 —.2 = .8 of
the variance in height, hence V.8 = .89 of any difference in height.46
Thus, a Tutsi environmental advantage of .4/.89 = .45 environmental
SD would yield the observed .4 SD mean population difference in
height, assuming Tutsis and Eskimos are genetically alike with respect
to height. If however the within-group heritability of height is .95, the
mean Tutsi environment must be 1.79 SD ahead of the Eskimo in the
direction favorable to growth (again on the assumption that for both
groups H? with respect of height is 0). If Tutsis and Eskimos are
randomly distributed across environments, the probability that the
Tutsi environment is that much “better” is about .1.47 Hence, while the
hypothesis that the two environments are 1.79 SD apart cannot be
rejected, the odds are against it.

Figure 4.2
Explaining AP by AE
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Generalizing this example, let the normalized mean difference in
trait P for two populations be AP and the difference in mean
environments be AE. Then, if H2= 0, AE = Ap/V(1 — h)2. Clearly, AE
increases with H2. The less likely the value assigned by this equation
to, the less likely H2 is to be 0. Figure 4.2 shows the connection
between h2 and AE for the heritabilities .2, .5, and .7, as the phenotypic
difference is plotted against the environmental difference needed to
explain it, given that environment explains all phenotypic variance. As
95% of all environments lie within 2.318 SD of each other,48 the
probability that two randomly chosen points are more that 2.318z apart
is less than .05. Note in Figure 4.2 the horizontal line AE = 2.318 and
the AP intercepts. At the confidence level .05, the hypothesis that H2 =
0 is rejected when AP reaches 2.07 for h2 = .2, 1.639 when h2= .5, and
1.269 when h? = .7. In sum, an intragroup heritability of .7 for 1Q
makes it almost but not quite irrational to believe that the interracial IQ
difference of +1 SD can be completely explained by differences in the
black and white environments. Thus does rising within-group



heritability disconfirm environmental causes of group differences.49

Given h2 = .7, an average 1 SD race difference in IQ for genetically
identical races—in effect, identical twins reared apart—requires the
mean black environment to lie 1/v.3 = 1.85 SD below the white. For h2
= .8, the best estimate for h? late in the life cycle, black and white
environments must lie 2.4 SD apart. Jensen (1973: 161-165), correcting
for the unreliability of IQ tests, estimates the necessary environmental
difference to be 3.2 SD. This inverse variation of h? with the difference
between reared-apart “twins,” which in turn varies inversely with 1Q
changes produced by shifts in environment, is the rising tie of
probability between h? and H2 The probability that the races lie 1.85
environmental SD apart is about .1; that they lie 2.4 SD apart is .045,
below the rejection threshold; that they lie 3.2 SD apart is .011.50

This mathematical argument must of course be tested against data
about the actual separation of black and white environments. Citing
data from the the 1960s, Jensen (1973: 168-173) found blacks and
whites to differ in employment rate by .33 SD, in completing high
school by .52 SD, in family income by .8 SD, in children living with
both parents by .87 SD, and in living below the poverty line by 1 SD. In
a 1982 study (Jensen and Reynolds 1982), the SES difference was .67
of the average of the black and whites SDs. There is no reason to think
they differ by significantly more now. Black and white children are
about equally well nourished, as I noted, speak the same language, see
the same movies and TV shows, and study the same subjects in the
same schools. Herculean affirmative action efforts have been made to
increase black representation in colleges. Jaynes and Williams (1989:
43-45) argue that the data present a mixed picture, with black
educational status rising, but economic status, particularly among
males, falling slightly since the 1960s. It is often asserted (by, e.g.,
Kozol 1992) that black schools are poorer than white schools, but,



primarily because of special and remedial programs and the need for
psychologists and social workers, public schools now spend more per
capita on black children than on white. In Connecticut as a whole, for
instance, where 74.3% of the students are white and 12.8% black, the
average annual spending per student is $7330, but in Hartford, where
42% of the students are black and 8% white, spending per student is
$7937. In Farmington, where 90% of the students are white and less
than 6% black, average annual spending is $7194. (Judson 1993; 26.
39% of Hartford students read above remedial levels; the figure for
Farmington is 93%, and presumably higher among the whites.) In New
York City, “School districts serving poor students ... get about the
same government resources as middle-class districts in the city, even
before special state aid for the poor is counted” (Barbanel 1993: B3).51

It is important to remember, when comparing black and white
environments, that AE may be inflated by correlations between genes
and ostensibly environmental differences like the .8 SD spread in
family income. For instance, if 2.4 SD is the spread required for H2 to
be 0, and r for genes x family income is 0, fixing income reduces the
IQ gap by .8/2.4 = .33 SD. But if genes explain 30% of between-race
variance in income, fixing the nongenetic part of income reduces the
gap by only .18 SD.

To end this section on the note with which it began, the significance
of the within/between distinction has been exaggerated. The higher the
within-race heritability of intelligence, the less likely a between-group
difference is to be wholly environmental in origin, precisely the
situation in the within-group case. If the within-race heritability of
intelligence is .7, it is possible but unlikely that two whites who differ
in IQ by 15 points do so entirely because of environment, and this
possibility lessens as h? rises.



4.18. THE FLYNN EFFECT

Flynn challenges the inference from high h2 to a nonzero probability
for nonzero H? on the grounds, mentioned in chapter 3, of an apparent
rise in the mean IQ of Western populations over the last 60 years
(1984, 1987a, 1987b). Because of this increase, he argues, “the
mathematics of h? estimates can not render unlikely an environmental
explanation of large 1Q differences between groups” (1987b: 229). The
argument as Flynn states it is a non sequitur. Suppose that mean IQ in
the West has been rising .2 SD per decade, a change unlikely to be due
more than marginally to genetic factors. All that follows, when .2 is put
forP and .7 for h?2 in the equation AE = APV(1 -h2), is that
environment as a whole has been changing at .36 SD per decade in a
direction favorable to IQ. This figure may be surprisingly, even
anomalously large, but it does not disqualify the equation from
calculating environmental variation when H? is set at 0.

Sowell improves the intended argument. What is said to have
“devastating implications ... for the genetic theory of intergroup
differences” (1995) is the corollary of the Flynn effect that
contemporary blacks are as intelligent as the whites of two generations
ago. Since whites have not changed genetically in that time, it is
concluded that the present race gap is probably not genetic in origin:

If race A differs from race in IQ, and two generations of race A differ from each other by the
same amount, where is the logic in suggesting that the IQ differences are even partly genetic
... When any factor differs as much from A1 to A2 as it does from A2 to B2, why should one
conclude that this factor is due to the differences between A in general and B in general? (35)

That is, if a difference across two white generations is (as it must be)
due to changes in environment, a synchronous black/white difference of
the same magnitude is probably due to environmental changes as well.
Neisser et al. (1996) say that “we cannot exclude the possibility” (94)



that the black/white difference is to be explained this way; Block
(1995) deploys a similar argument, although he vacillates between
concluding that the black/white difference is probably environmental,
and simply that environment can have significant interactive effects on
even highly heritable traits.

But Sowell’s conclusion does not follow. The environment shared by
blacks and whites may indeed have so changed as to yield higher 1Qs
for both groups, but so far as the Flynn effect goes, the white IQ always
exceeds the black in any one environment. Assuming this so, the data,
as shown graphically in Figure 4.3, means that the race gap is due to
genes. As the environment shifts from E; at time 1 to the superior E, at

time 2, the IQs of blacks and whites both rise. But in both environments
black IQ is lower than white, so, although the mean IQ of blacks in E,

equals that of whites in E;, the race difference in IQ at E,, A,, is no
smaller than Ay, the difference at E;.

One could of course argue that the mean black environment is always
two generations “behind” the white, but this interpretation seems
forced. Since the three points/decade increase is said to be constant
across the Western world (Flynn 1987a), the cause must be very
widespread, affecting everyone uniformly. It is therefore likely to be
touching American whites and blacks, simultaneously shifting the
environments of both in a favorable direction. Hence, if the racial
difference is environmental, the Flynn factor is somehow being added
in roughly equal amounts to an underlying, and stubbornly unchanging,
environmental difference. Since, apart from the hypothetical Flynn
factor, black and white environments have been converging in other
ways, the persistence of the IQ gap makes it more likely that, while
neither the white nor black IQ is fixed by genes, the gap may well be.

Figure 4.3 The Flynn Effect with Constant IQ Differences
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A related error about gene/environment interaction may
appropriately be clarified here. It is often argued that, since genes
change slowly, rapid changes in the distribution of a trait cannot be due
to genetic factors, and for this reason sudden divergences between
blacks and whites, as in criminal behavior or illegitimacy, cannot be
genetic in origin. Having just seen that differences preserved across an
environmental change common to both races are not only consistent
with but suggest a genetic explanation, we can understand how rapid
change in a phenotypic difference may sometimes reveal genetic
influence. Suppose two groups become more diverse in phenotype P as
their environments become more similar: then the differentiation must
be due to genetic differentiation, and their prior similarity due to
environmental differences. Such a situation is represented in Figure
4.4. At time t;, genotype G; is exposed to environment E, while

genotype G, is exposed to environment Ej. Because E,, is less favorable
to P than E, the phenotypic difference at t;, namely At;, is small. When
the environment is made the same for both, as at E., the gap At, is

wider.

Figure 4.4
Cloaked Genotypic Differentiation
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G; may be thought of as representing blacks, G, as representing

whites, and P as representing such traits as criminal behavior, welfare
dependency, and illegitimacy. Over the past half-century the behaviors
of blacks and whites in these traits have diverged when, as a result of
civil rights legislation and a shift in social ethos, the environments of
blacks and whites have become more similar. The sudden phenotypic
divergencies, far from being environmental effects, evidence a genetic
difference previously hidden by dissimilarities in black and white
environments. Black crime rates are higher now than in 1920, when
blacks faced not only a more daunting social environment, but rules
other than those applied to whites. (A black who killed a white,
particularly in the South, faced almost certain death.) At present, the
same, more lenient, rules apply to both. Possibly this equalization of
environments has released an innately greater black aggressiveness.



4.19. THE RACE GAP ON TESTS IS PREDICTED BY THEIR h2.

If mistreatment triggered by skin color is what lowers black IQ, as
suggested by Block, Hacker, Jencks, Weinberg, Scarr, and other
commentators, black performance on particular IQ subtests should be
unrelated to subtest heritability. Racism should depress performance on
all subtests uniformly. Yet the race gap on IQ subtests correlates
strongly with (within-group) subtest heritability, as determined by
correlations between sibling (see Jensen 1973: 107-119; also section
4.7). The more heritable a test is, for both the black white populations,
the larger the race gap, a datum which very strongly suggests genetic
involvement in the race difference.

This datum also intersects a finding about inbreeding depression, the
production of feeble offspring when relatives mate (Rushton 1989a,
1995b; Jensen 1991b). This finding does not decisively refute
environmentalism, as Rushton and Jensen appear to believe, but it does
underline how far environmentalism must be stretched to accommodate
the facts.

Inbreeding depression is an indirect measure of genetic influence. To
see why, let the two alleles for trait P be A and a, each with a frequency
.5. Let the value of AA be 125, that of aa 75, and that of Aa 110 (so A
dominates). The population mean P is then 105. Gene frequencies and
P are constant when mating is random, but the mating of relatives
reduces heterozygosity and, by excluding certain combinations, P as
well. If sibs mate only with sibs, for instance, the 1/16 of the
population that is aa from aa x aa matings in the previous generation
will not breed with the 1/16 of the population that is AA from AA x AA
matings in the previous generation, and the 1/256 of the population that
would have been Aa from those aa x AA matings will be lost. In one
generation, the frequency of heterozygotes will fall from .5 to .37 and



the frequency of each homozygote will rise from .25 to .315, reducing
P to 104. The invigorating presence of heterozygotes has been partially
lost.

Clearly, inbreeding affects heritable traits only, so the degree to
which it depresses a trait indicates the extent to which the trait is
controlled by genes. Genetic variation explains more of the variance in
vocabulary than picture arrangement in a population whose mean for
vocabulary and picture arrangement are both 100, but in which
offspring of first cousins average 95 on picture arrangement and 92 on
vocabulary. Now, there is a robust correlation of .22 between extent of
inbreeding depression on IQ subtests and black/white differences on
these subtests (Rushton 1989a). The more that performance on a test is
under genetic control as gauged by response to inbreeding, the larger
the race difference. (Inbreeding depression of test performance was
measured on a Japanese population, so the correlation with black/white
differences is not built into the measure of inbreeding itself.) Here is
strong evidence for positive H2.

To reconcile environmentalism with the correlation between the size
of the race gap and heritability (whether measured by inbreeding
depression or a conventional sibling design), it is not enough to assume
the races differ on environmental variables that affect traits also
influenced by genes. The races must be assumed to differ by varying
amounts on these variables, and, in particular, the black/white
environmental gap must widen as heritability increases.
Environmentalism must maintain that, although blacks and whites are
alike in all genetically relevant ways, blacks perform increasingly
poorly on tests under increasing genetic control because the
environmental factors affecting performance on these tests grow
increasingly unfavorable to blacks. Thus, the races would have to be so
much further apart on the environmental factors affecting vocabulary



than on those affecting picture arrangement that, even though
environmental factors affecting vocabulary are relatively less
important, the vocabulary gap is greater than the picture arrangement
gap. Environmental gaps, in other words, must vary inversely with their
importance. Such preestablished disharmony, while possible, is
unlikely.



4.20. THE PERFORMANCE OF OTHER MINORITIES

The claim that racism harms black mental development rests on two
premises: that subtle forms of racism are omnipresent, penetrating even
intervention and transracial adoption, and that racism of this sort
retards intelligence. Environmentalists have generally assumed the
second without argument, but the superior performance of minority
groups that have been less advantaged socially than blacks suggests
that it is untrue.

Jensen summarizes the case of American Indians:

[0ln a composite of twelve SES and other environmental indices, the American Indian
population ranks about as far below black standards as blacks rank below those of whites.
Within each ethnic group these indices are correlated with IQ and scholastic achievement.
But it turns out that Indians score higher than blacks on tests of intelligence and scholastic
achievement, from the first to the twelfth grade. On a nonverbal reasoning test given in the
first grade, before schooling could have had much impact, Indian children exceeded the
mean score of blacks by the equivalent of 14 IQ points.... Thus the 1Q difference between
Indians and blacks ... turns out opposite to what one would predict from the theory that
ethnic group differences in IQ merely reflect SES differences. (Jensen 1981: 217; see Jensen
1980: 479 for details)

Jensen notes a similar finding about Mexican-Americans. As is well
known, Asians and Jews in all cultures have succeeded in the face of
sometimes murderous hostility. Jews in medieval Europe were legally
confined to ghettos and forbidden to engage in certain trades. Pogroms
occurred regularly in Czarist Russia, and the Nazis tried to exterminate
Jews, yet Jews dominate the list of Nobel laureates in science and Field
medalists in mathematics, are overrepresented by a factor of 10 in
American college teaching, medicine and law, and make up 25% of the
former Soviet Academy of Science. They have formed resurgent,
prosperous communities in Poland and Germany. Before 1930 Jews
were a marginal presence in my own field, philosophy, yet by the mid-
1990s the majority of the most influential academic philosophers were



Jewish.52 Fischer et al. (1996) make much of (and considerably distort)
the fact that some Jewish immigrants to the United States were once
thought “dull.” However, any period of supposed Jewish “dullness” was
quite short, and in every society in which they have participated, Jews
have eventually been recognized (and disliked for) their exceptional
talent. Blacks have not made the transition to brightness in the
American context despite great efforts to help them do so, and have
never been thought of as elite in any mixed-race culture.

Many environmentalists appeal to culture to annul intergroup
comparisons, explaining Jewish achievement in law and intellectual
pursuits as a residue of Talmudic scholarship, and Asian academic
success similarly, in terms of academic values in Asian families. Yet
such explanations sidestep the basic question, namely, why Jews
developed a tradition of complex legal reasoning in the first place, and
why Asians value academic success. (To say oppression selected for
high Jewish intelligence treats group intelligence as a biological
adaptation.) Such question-begging is endemic to cultural explanations
of group variation: they do not tell us what we really want to know,
namely why different groups have developed the cultures they have.53

Bolder environmentalists deploy “neutralizing by clear statement”—
the rhetorical device of presenting a trenchant objection to one’s
position with no attempt to meet it, suggesting by this sangfroid that

there is a reply too obvious to mention.>4 Thus Hacker’s apostrophe to
a black:

[Y]ou find yourself continually subjected to comparisons with other minorities.... Most
stinging of all are contrasts with recent immigrants. You hear people just off the boat (or,
nowadays, a plane) extolled for building businesses and becoming productive citizens.
Which is another way of asking why you haven’t matched their achievements, considering
how long your people have been here. Moreover, immigrants are praised for being willing to
start at the bottom. The fact that so many of them manage to find jobs is taken as evidence
that the economy still has amply opportunities for employment. You want to reply that you
are not an immigrant, but as much a citizen as any white person born here. Perhaps you can’t



match the mathematical skills of a teenager from Korea, but then neither can most white kids
at suburban high schools. You feel much like a child being chided because she has not done
as well as a precocious sister. However, you are an adult, and do not find scolding helpful or
welcome. (1992: 44-45)

Here Hacker drops the subject. Yet, while “scolding” may not be
appropriate, the question he seeks to deflect is. If blacks are as innately
able and diligent as Asians, why are they less successful? Hacker is
pleased to note Asian mathematical superiority to whites as well as
blacks (but not that the Asian/black gap is much larger), but the jibe
has a point only because mathematical ability is important. That
granted, the failure of blacks to match Asians in mathematics suggests
an important race difference. Calling the question unwelcome does not
answer it.

When preparing this chapter I came across a paper by John Ogbu
(Ogbu 1987) purporting to explain in environmental terms why other
minorities outperform blacks. This paper was so flimsy that I ignored
it, fearing that criticizing it would weaken my own case. Yet I have
since encountered several respectful references to it (by, e.g., Fischer et
al. 1996 and Neisser et al. 1996), so some discussion of it is necessary.

Ogbu (1987) claims that because blacks unlike other immigrant
groups were brought to the United States forcibly, they have no
incentive to adopt such American values as hard work in school (325).
Blacks distrust the majority culture and see “cultural differences as ...
markers of identity [instead of] barriers to be overcome” (327, also
340). The most obvious flaw in this theory is that, while slaves were an
“involuntary minority,” American blacks have been free to emigrate for
five generations. During the last century and the earlier parts of this
one, the “back to Africa” movement urged by both white nativists and
black nationalists had few takers. Judging by their behavior,
contemporary American blacks are where they are voluntarily.



Moreover, like many environmentalist hypotheses, Ogbu’s suggests no
mechanism by which involuntary minorityhood reduces 1Q, nor does
Ogbu present any evidence linking inability to “return to the homeland”
to academic failure and poor test performance. Finally, the involuntary-
minority hypothesis fails to explain the most striking features of the
black/white gap: the increase in the gap on ability tests as their g-
loadings and heritability increase, and the transracial adoption results.

Fischer et al. (1996) seek to flesh out Ogbu’s account by citing other
involuntary minorities who commit more crime, do less well
academically than the majority population, and otherwise behave in
their societies as do American blacks. They particularly emphasize the
Burakumin and Korean minorities in Japan, contrasting the record of
the latter group with that of Korean-Americans, and also cite Mexican-
Americans and Latinos in the United States, Australian Aborigines,
Maoris in New Zealand, Arabs in Israel, and low-caste groups in India.
Those of their sources I have consulted (particularly Lee 1991, De Vos,
Wetherall, and Stearman 1983, and Shimahara 1991) do confirm that
the Burakum resemble American blacks, although absence of
quantitative information makes it difficult to compare the roles of
blacks and Japanese Koreans. (Their more theoretical sources, such as
Clark and Halford 1983 and Klich 1988, inadvertently corroborate
profound cognitive differences between [in this case] whites and
Australian aborigines.)

Now, such comparative data cannot confirm that black difficulties in
the United States are due to subordination unless, first, genetic relatives
of groups supposedly oppressed in some societies function
autonomously elsewhere. Otherwise the direction of causation is
unclear; if all members of a group are a minority that performs poorly
and enjoys low status, their status might be due to their performance.
Maoris, untouchables, Burakum, and Aborigines, who exist only as



native minorities, are thus irrelevant to the argument. In addition,
members of the sometime minority group when on their own must do
as well as the allegedly oppressive majority culture. This rules out
Arabs in Israel and Mexicans in the United States, since by most
measures Arab countries and Mexico are less successful than Israel or
the United States The only subgroup that seems to meet both conditions
are Koreans, as South Korea is a prosperous technological country.
However, as Japanese and Koreans generally outscore Caucasians on IQ
tests, one would expect Koreans to do well on their own and well in
Caucasoid societies, but, as they do not outscore whites by as much as
Japanese do, not quite so well in Japan. So the Korean experience does
not show low status and low tested intelligence to be joint artifacts.

Most important, the involuntary-minority hypothesis requires blacks
on their own to do as well as American whites, and they do not. As we
have seen, American blacks outperform African blacks on standardized
intelligence tests, and, with the exception of South Africa, until
recently run by whites, majority-black countries are the poorest and
most crime-ridden in the world.

A measure of the lengths to which environmentalists will go is
Fischer et al.’s treatment of Puerto Ricans and Mexican Americans,
who certainly seem to come to the U.S. of their own choice. This is
alleged to be a misperception; the Mexican-American War of 1848 left
many Mexicans in the conquered territories. “Later immigrants to the
United States, although voluntary, were absorbed into a conquered
group.... The case of Puerto Ricans ... bears many similarities to that
of Mexican Americans” (176). The authors do not provide the date of
America’s war with Puerto Rico.



4.21. THE KLINEBERG EFFECT

A major objection to hereditarianism is the relatively higher IQs of
Northern urban blacks. The best-known proponent of this argument was
Otto Klineberg (1935a, 1935b; also see Kimble 1956: 93), who took the
superior performance of blacks in a more hospitable social climate to
show that they would achieve parity with whites if treated equally.5>
Klineberg argued that his data were not an effect of selective migration,
since the IQ of black youths correlated with the length of time they had
lived in the North, as shown in Table 4.8.

Table 4.8
Black IQ in the North

Residence in  1Q of Black Children in  IQ of Black Children in

North Study I Study I1
1 -2 years 72 81.4
3 — 4 years 76 84.2
5 — 6 years 84 84.5
7 — 8 years 90 88.5
9 — 11 years 94 81.5
Northern born 92 87.3

Source: Klineberg 1935b: 186-187.

Klineberg also took these data to show that the correlation is not due
to hybridization, although his controls for this variable may have been
inadequate, since northern-born blacks, who have higher IQs than

southern, also have the highest proportion of white ancestry (Reed
1969).

In fact, Klineberg’s data do not significantly support
environmentalism, for five reasons. First, they are not longitudinal. No



single black child’s IQ was observed to increase as he moved north, or
with continued residence in the North. Second, white as well as black
IQ increases with latitude, and migration leaves the usual 1 SD race gap
intact when state of residence is fixed. Whatever causes the
geographical trend does not differentially affect blacks. Third, selective
migration may have been involved after all. The data, now 60 years old
and gathered from the vanguard of the northward migration, might
reflect the greater ability and initiative of pioneers. Klineberg’s control
for this possibility, two migrant cohorts in successive years (1935b:
188-189), would have missed longer-term trends.

These methodological points do not disprove substantial equalizing
effects for a “Northern” environment. However—fourth—the very low
IQs given for blacks residing in the North for five or fewer years in
Study I (which used the now-abandoned National Intelligence Test),
approximately those of test-wise Africans, may have reflected the new
arrivals’ unfamiliarity with tests. Setting the true IQ of newly arrived
blacks at 81.4 (see Kennedy et al. 1963), as in Study II, the Klineberg
effect shrinks markedly; the increase from South to North is then (87.3
— 81.4)/15 = .4 SD, about the phenotypic change a 1 SD environmental
change would induce if H2 is .8. Fifth and most important,
improvement flattens out as black 1Q approaches the familiar —1 SD.
Parity of treatment never brings black IQ closer to white.

I believe the Klineberg data does reveal some genuine rise in black
IQ as an interaction phenomenon. Black genes express themselves as
higher IQs in the North than in the rural South. Environment explains a
relatively large portion of the race gap when environments vary from
“Southern-black” to “Northern,” and H2 over that range is relatively
small. But once the environment gap is closed in the more equitable
North, the race difference in IQ expresses itself as a stable 1 SD, and
the contribution of genes to the difference is much greater.



The Klineberg so wunderstood data show how equalizing
environments tends to raise heritability. In unequal environments, as
the environments for blacks and whites in the South were many decades
ago, some variance may be due to environmental differences. When
environments are the same, more variance is due to genetic differences.
In fact, equalizing environments will increase phenotypic race
differences if black and white genotypes diverge most markedly at the
equalization point. I have already noted that other hypotheses along
these lines suggest themselves for other short-term changes in black
behavior.

4.22. WHY IS H2 > 0?

Environmentalists who credit race differences to “culture” must give
a noncircular account of why black and white cultures differ.
Hereditarians are equally obliged to give a noncircular account of
genetic race differences.

Speculation has long focused on the different pressures exerted by
the African and Eurasian climates. Survival in the colder climates of
Europe and Northern Asia requires technologies unnecessary in Africa:
clothing has to be fabricated, fires sustained, food hunted and stored.
These constraints favored the ability to plan, in turn entailing ingenuity
and low time preferences. Planning is less adaptive in warmer climates
where food is easier to get and spoils when stored. (Lynn 1987
speculates that tracking game in snow selected for spatial ability, at
which Mongoloids excel.) Hunting also selects more strongly for
cooperativeness and reciprocity than does individual gathering and
harvesting.

Rushton (1988a, 1991d, 1995b) conjecturally organizes this
differentiation around two reproductive strategies. Reproductive-rate,
or “r,” strategists such as fish produce numerous offspring, few of
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whom survive. Across species, the r strategy associates with lower
intelligence, greater investment in reproduction than in postnatal care,
short gestation periods, an accelerated life history,opportunistic
feeding, little interindividual cooperation, lax social structure, and
boom or bust population cycles. Carrying-capacity, or “K,” strategists,
typically large mammals, produce a few offspring in widely spaced
litters and care for them long after birth. The K strategy associates with
higher intelligence, regular feeding habits, pair-bonding, cooperation,
complex social structure, and longevity. Rushton argues that the greater
adaptiveness of the r-strategy in Africa made Negroids more r, which
would explain the lower mean black levels of intelligence, self-restraint
and social organization (as evidenced by failure to form stable political
units beyond the tribe, or, in the United States, the gang), and a stronger
black reproductive drive as measured by illegitimacy, age of menarche,
age of first intercourse, age of first pregnancy, frequency of
intercourse, and marital instability. An intriguing phenomenon resistant
to environmental explanation emphasized by Rushton is the race
difference in litter size: there are 4 pairs of dizygotic twins per 1000
births for Mongoloids, 8 per 1000 for Caucasoids, 16 per 1000 for
Negroids. Black infant mortality remains twice that of whites even
when social factors are controlled for (Schoendorf et al. 1992).56 An
accelerated life cycle is suggested by the greater maturity of black
babies when gestation period is controlled for, their greater
developmental precocity, and the constancy of the race difference in
life expectancy during the twentieth century.

One need not accept the r/K analysis to expect evolution to diverge
in environments as dissimilar as Africa and Eurasia.>” Knowing only
that blacks, whites and Asians differ genetically, conversely, one would
expect that they had developed in different environments. The two
inferences support each other.



Classical quantitative genetics deduces properties of genes from
phenotypes and environments. But just as progress in in vivo study of
the brain has allowed more direct observation of cognitive activity,
progress in mapping the human genome will provide more direct
observation of genetic differences. There will someday be detailed
knowledge of the molecular biology of human groups, and the ways in
which gene-environment combinations produce phenotypes. Assuming
investigation is permitted, it will then be possible to determine directly
whether, under the same conditions, black and white genotypes produce
identical nerve tissue.

NOTES

1. “If from the moment of conception each child’s nature helps to determine his nurture,
and each child’s nurture helps to determine his nature ... it is not meaningful to calculate
what proportion of a child’s aggressive behavior ... is due to his genes or his environment”
(Baumrind 1991: 386).

2. See Locke’s Essay Concerning Human Understanding, 11, xxiii, 10. Some things must
also have occurrent properties; since a power is the power to bring something about, nothing
would exist in a universe consisting only of powers to affect other powers. Consequently, not
all substances can be identified with their powers; some must be permitted nondispositional
properties. In the present context, genes can be taken as powers to create occurrent
phenotypes.

3. Iignore pleiotropy, the expression of a gene in several phenotypes

4. Compare Quine (1981: 97-98). Davidson (1970) and others deny brain correlates of
contextually individuated mental states. For suppose Fred loves Sue. How can Fredp, an

atom-for-atom laboratory copy of Fred, also love Sue, never having met her? The thing to
say (Levin 1979: 221-223) is that Fredy’s feeling is just like Fred’s, but can’t be called

“love” because of the linguistic rule that you can’t love someone you have never met.
Fredy’s state (for which there may be no English word) would have been love had Sue

caused it. Whether twin-Earth copies of humans can thirst for water, which has also generated
a gigantic philosophical literature, is to be handled similarly.

5. The reader might test his understanding by verifying that genotypic mean = phenotypic
mean.

6. The mean is 150; everyone deviates from the mean by 50, so the square of the mean
deviation is 2500.

7. The cited passage (Jensen 1973: 162) runs: “While it is true that heritability within



groups cannot prove heritability between groups, high within group heritability does increase
the a priori likelihood that the between groups heritability is greater than zero.”

3

8. “Of course,” says Noble (1978), “the group differences may not arise from the same
sources as the individual differences do.”

9. Waldman, Weinberg, and Scarr (1994: 31) claim the present terminology implies that
race differences “are entirely genetically based or entirely environmentally based.” I hope it
is clear that this is not so.

10. If a genotype is conceived as a function, restrict the function to the ensemble and
define heritability for the resulting partial function. Bouchard (1995) makes a similar point.

11. Similar points are made in Sesardic (1993b).

12. Tooby and Cosmides in effect assume that all groups have been exposed to identical
selectional pressures. They admit the theoretical possibility of “selectively driven quantitative
deviations between populations” in “mean arousal, or threshold for anger” (1990: 48), but
largely ignore it.

13. The Essay, I, 1, 5. In fairness, Locke was concerned with “ideas” rather than behavior,
a distinction no longer as sharp as it was thought to be in his day.

14. Bouchard (1990) emphasizes how large trait-relevant environmental correlations due to
selective placement would have to be to induce even modest correlations between
monozygotic twins. Thus, ifrp = the correlation between environments induced by

placement is .5, and r = the correlation between environment and phenotypic IQ is .6, the
correlation between monozygotic twins reared apart would be rg x r2 = 18. Empirically, rg

tends to fall in the .1-.2 range, and the contribution of placement to MZ correlations < .01.
Bouchard replies to other deconstructions of twin studies in (1983, 1984, and 1987).

15. The density function for the absolute difference |x — y| for two independent normally

distributed variables x and y is I 1x = y1 fofy)dxdy f the normal density function; the mean
of the distribution of |x — y| works out to (ox + oy)/\/#XOBCO;. When x = y this becomes

20y/Vm; when x is normalized, so that oy = 1, the mean is 2/om = 1.128. See Kendall (1960:
241-242); also see Plomin and DeFries (1980: 22).

16. That h2 = co-twin/co-twin r follows from the remarks after Tables 3.2 and 3.3. Let I'xy
be the correlation between x and y for P. (a) H2 for phenotype P is (rG/P)Z. (b) If z is the only
factor on which both x and y load, ryy, = rx;*ry;. (c) The only factor common to identical
twins reared apart is their genotype G. So (d) rp/p, the correlation between the phenotypes of
pairs of separated twins, is rg/p * rg/p. (e) Clearly, the product g/pxg/p (G/p)?, and the

square of rxy is the proportion of variance in x explained by y. Thus rp/p= h2.

17. Plomin (1990b) and Falconer (1989: 111-184) explain these methods in more detail.
Another important survey is Bouchard and McGue (1981).



18. To repeat, these numbers are not correlations, but estimates of hZ inferred from
correlations; see McGue, Bouchard, Iacono, and Lykken (1992, Table 1), for a survey of
familial 1Q correlations. Goldberger and Manski (1995) criticize as a “misconception” that
“taints” Herrnstein and Murray (1994) the idea that heritability is a measure of parent-child
resemblance in IQ. Of course it is not, and Herrnstein and Murray never say it is, although

they do (properly) predict parent-child correlations from estimates of h2. Goldberger and
Manski are also troubled by the “classical biometrical” assumption—which they accuse
Herrnstein and Murray of ignoring (see 764—765, 770)—that a phenotype is the additive sum
of genetic and uncorrelated environmental influences. Herrnstein and Murray do indeed
make this assumption, but since the environments of monozygotes reared apartare
uncorrelated, it is satisfied. In any case, I and others emphasize gene/environment correlation

primarily to point out that it may cause underestimates of h2.

19. The influence of genes on environment is inferred from twin studies; ratings of home
environment by identical twins reared apart are more alike than ratings of home environment
by reared-apart fraternal twins.

20. The unweighted mean of the black and white populations is 92.5, with an SD of 7.5.
(5/7.5)2 = .44.

21. Unless excluding one factor somehow raises the probability of involvement of each
remaining environmental factor.

22. See Rushton (1995b: 113-133) for an extended discussion of this material.

23. Gould (1978) accused Morton of underestimating the size of Negroid crania from an
unconscious desire to prove white superiority. Michael (1988) has vindicated Morton’s
measurements, and shown that such errors as he made underestimate Caucasoid/non-
Caucasoid differences. Gould admits (1981: 66) to unconsciously underestimating the size of
the Caucasoid crania in Morton’s sample, presumably from a desire to prove racial equality.

24. With a constant of proportionality 8 x 107, by eq. 3.15 of Jerison (1973: 79).

25. Tobias (1970), often cited as having refuted race differences in brain size, does no
such thing. Tobias cites control failures for body size, cerebro-spinal fluid (CS), and other
variables in the race X brain size studies h153e surveys, but he presents no evidence that
Negroid and Caucasoid brains are equally massive when these factors are held constant. In
fact, even the studies he faults are meta-analytically significant. Distortions like body size and
CS fluid, being unrelated to race, should cancel out. The odds are small that differences
would persist when sources of error vary randomly.

26. Weinberg, Scarr, and Waldman largely attribute the uniform decline in IQ scores from
1975 to 1986 to “test revision and test norm obsolescence,” citing Flynn’s studies
documenting an average decline of seven points in scores from the WAIS to the WAIS-
revised. The race gap has remained fixed across test revision, and test revision is controlled
for in the Scarr-Weinberg study. The significance of the Flynn effect is discussed in section
4.18.



27. Levin (1994) defines the unit of d as the weighted pooling of the SDs of all four
cohorts. Other possible units are the square roots of the means of the weighted or unweighted
variances. One can apply t-tests (such as those in Cohen 1983) directly only to d’s expressed
in variances; I follow Weinberg, Scarr, and Waldman in using a computing formula based on
the (pairwise) mean of the SDs.

28. Perinatal privation not caused by whites will not sustain the moral claim that whites
have damaged blacks. Yet the earlier the onset of an environment impediment to black IQ,
the less likely it is to be due to whites.

29. The hypothesis that many blacks pursue entertainment as a way out of poverty
similarly fails to explain the distinctive characteristics of black comedy and popular music.
Earlier in the century Jews flooded popular entertainment, but their music, comedy, and films
were unlike blacks’.

30. Colleges are often accused of “exploiting” blacks by luring them with scholarships and
feeding hopes of a professional career, when in reality blacks often drop out, and relatively
few make the pros. In truth, most people would appreciate that sort of exploitation for their
children. Black athletes are given scholarships to colleges to which they would otherwise
have no hope of admission.

31. The sum of the sample sizes for the ten studies for which size is given is 5352.

32. Much criticism of Lynn’s work has focused ad hominem on its appearance in The
Mankind Quarterly. However, Lynn (1978) was brought out by Academic Press, a most
reputable scientific publisher.

33. A black Zimbabwean, resolving the issue of tester bias.

34. Since the scores and distribution of errors for the 15-year-old Ethiopians resembled
those for 9-year-old Israelis, Kaniel and Fisherman interpret the gap as “a developmental
delay, and not a different cognitive style,” and express confidence that the Ethiopians can
“ ‘catch up.” ” Since the Ethiopians are near or at the end of the period of intellectual
development, this optimism is curious.

35. While the mean IQ of Asians exceeds that of whites, the Asian variance may be smaller
(see Vining 1983), leading W. Block (1993) to suggest that there may be fewer Asian
geniuses of the sort responsible for scientific breakthroughs. Sociological explanations of
Caucasians’ superior inventiveness—for example, that Asian societies are conformist—beg
the question of why Asian societies exhibit traits hostile to innovation.

36. Draper explains these family patterns as a response to a perceived abundance of food
and space in Africa. Curiously—for her paper was published in a journal entitled Ethnology
and Sociobiology—she does not consider that this abundance might, over time, select for
such responses.

37. Hart’s and Asimov’s rankings are two men’s opinions, but their reader will probably
find himself concurring. Historical importance is discussed in chapter 6.

38. Baker also presents craniological evidence that Egyptians were not sub-Saharan (1974:
517-519).



39. Japan also did not contribute to the development of science, but since encountering
science in the nineteenth century it has become a world leader in technology.

40. Some African problems may be due to the socialism instituted after decolonization.
Jews have very high IQs, but the quasi-socialist Israeli economy is in shambles. The former
Soviet empire and China have talented populations, but the Eastern Bloc was near collapse
when it abandoned Communism, and China remains poor. At the same time, a free market
only flourishes under democracy, and the inability of Africans to sustain democracy, perhaps
connected to a strong individual dominance drive, may make command economies inevitable
in nations with black populations. In that case the effects of a command economy would be
genetic correlates.

41. This figure cannot be taken uncritically. Reed (1995) points out that fewer than 1% of
the functional gene loci in man have been identified and used in population surveys.

42. Where o is the coefficient of selection and p its initial probably, Loehlin, Lindzey, and
Spuhler (1975: 270) approximate the number of generations required to change p from .01 to
.99 as 2[-loga(p/(1-p)/o)].

43. I assume the m in the second offset equation on 270 has become a in the equation g =
ah?.

44. The basic idea is that the phenotypic expressions of genotypes that differ in being aa
and AA at one locus are normally distributed with means 2/15 = .13 SD apart. Selection of
intensity i ensures that only some upper segment of both curves will reproduce. The ratio of

these surviving segments is directly proportional to i and the mean difference of .13. But this
ratio is just s. See Falconer (1989: 201-202); I have

given his a the simplifying value 1 and normalized his op to 1.
45. Ethan Akin has pointed out that the variances for IQ become too small, in the 4-5
range. These variances can be enlarged by increasing the number of loci and assigning q

extreme values. Relaxing linearity induces still more plausible values. One hopes better-
fitting models will be proposed.

46. Let e be the proportion of an individual’s deviation from the mean due to environment;
if A lies at kz and B at (k + 1)z, environment explains ek and e(k + 1) respectively, hence e%
of their separation.

47. For x and y independent normally distributed variables with SDs oy and Oy, the mean
o4, for the distributionz =x — y is \/0X2+ oy2, so, wheny isx, o, takes the value
V20y(Mosteller, Rourke and Thomas 1970: 345-348). When x is normalized, as here, ¢,=

V2. Ninety percent of all pairs of environments are within 1.79/V2 = 1.265 of each other. I do
not use the distribution |x — y|, since the question is not how different the white and black
environments are, but how much worse the black environment is.

48. As o for the distribution of pair differences is 02, the position of the point pair <xq, x»
>is (x1 — X2)/V2. 95% of the points on any normal curve lie to the left of z = 1.64. 1.64 = (x1



— x)/V2 implies x1 — xp = 2.318.

49. DeFries’ (1972) quite different formula for computing H from hrequires the groups
being compared to occupy the same range of environments. The question relevant to race is
how different the black and white environments must be for H= 0.

50. Note that 1.85/V2 = 1.3z in the difference distribution, 2.4/v2 = 1.69z and 3.2/V2 =
2.26z7.

51. To anticipate the topic of chapter 8, there is no obvious injustice in more money being
spent on white children than blacks, so long as the money is spent by whites, because whites
are wealthier than blacks. The 12.8% of Connecticut’s population that is black does not pay
12.8% of the taxes supporting its schools. That anything like the same money is spent on
black as white children should be described as white generosity.

52. After 30 years of affirmative action, blacks constitute about 1% of the profession,
mostly pursuing marginal topics related to race.

53. chapter 5 considers the charge that explaining culture via biological variables is
“reductive.”

54. Hacker’s remark that “Certainly, compared with other continents, Africa remains most
like its primeval self” sought to neutralize the bearing of African achievement on
hereditarianism.

55. Klineberg testified to this effect in Brown.

56. Black health problems are usually attributed to anger and stress over racism; see, for
example, Goleman (1990). It is, however, known that blood pressure varies inversely with
Caucasian ancestry (Maclean et al. 1974), suggesting a nonsocial cause for race differences
in circulatory complaints.

57. Beals, Smith, and Dodd (1984) find thermoregulation the cause of the climate/head
size (and brain size) nexus: rounder crania maximize the volume/surface area ratio, hence
conserve heat better and are more adaptive in the cold. This theory does not, however,
explain the difference in dizygotic twinning.



Determinism, Reductionism, Reification, Racism

Explaining human behavior via genetic factors commonly provokes
charges of “genetic determinism” or “biodeterminism,” and is said to
be reductive (Lewontin, Rose, and Kamin 1984). Biology is supposedly
the wrong place to look for the causes of social phenomena. Mention of
biological race differences in particular is apt to be called “racist.”
Since much of what follows hinges on a biological approach to social
behavior, these charges must be considered.



5.1. “BIOLOGICAL DETERMINISM”

Determinism is the thesis that everything has a cause, or
equivalently, that everything can be explained, or again, that every
event falls under some natural law. Were God to return the universe to
precisely the state it occupied at the Big Bang, determinists hold, all
would unfold just as before. Put literally, determinism maintains that,
for every variable x, there are variables x, ..., x, such that the value of

x at time t is a function of the values at some earlier time t’ of x4, ...,
X,.1

Determinism is less restrictive than it might at first appear. For one
thing, it in no way restricts the variables x;, ..., x,, on which a given

variable x may depend. A determinist may regard social effects, in
particular, as determined by any combination of factors whatever—
biological, environmental, familial—as long as there are some factors
which determine these effects. Determinism is not inherently
“biological.” For another, calling x a function of x;, ..., x,, does not

deny that other factors are at work in the world. What determinism says
is that, once values for suitable x; are fixed, only one value for x is

possible regardless of the values of any other variable. Thus, the claim
that genes and physical environment determine phenotypic intelligence
no more repudiates the social environment than it repudiates quasars.

Most scientists outside the field of quantum mechanics, and
reflective nonscientists, are determinists. We all presume there are
reasons for everything, including human behavior. Environmentalist
accounts of behavior are as deterministic as hereditarian, for they
assume, as do hereditarian accounts, that identical initial conditions
yield identical results. The difference between environmentalists,
social environmentalists and hereditarians is that environmentalists
take the conditions relevant to behavior to be exclusively



environmental, social environmentalists take only social factors to be
relevant, while hereditarians include biological factors as well. If being
deterministic is a flaw, it mars all accounts of social phenomena.

An easier target is “biological” determinism, the thesis that social
phenomena are functions of biological variables only, so that, in
particular, race differences depend on biology alone, to the exclusion of
environment. The boldest form of biological determinism, namely
“genetic” determinism, holds that, given an ensemble of genotypes,
only one society can emerge from them whatever the environment.

Biological and genetic determinism are indeed implausible, but they
are not implied by the view that genes contribute significantly to race
differences. They are not even implied by setting h2 = 1 or H2 = 1. So
long as genes interact with environment, social phenomena, including
those involving race, depend on both genotypic and environmental
variables. No sensible position—including the one adumbrated in
chapter 4 that the character of a society is determined by the
expressions of the genotypes of its members in a given physical
environment—holds that outcomes flow from genotypes alone; to
explain a society, the (physical) environment in which the genes of its
members develop must also be specified, a tenet that might be called
“bio-environmental determinism.” By way of comparison, the principle
that gravity controls all motion near the Earth does not mean the final
velocity of a falling rock follows from the law of gravity alone. The
rock’s final velocity also depends on the height from which it was
released, a factor independent of gravity itself. A physical determinist
need not be a “gravitational” determinist.

“Genetic” and “biological” determinism are thus straw men. The
traits of a society are “genetically determined” only when they are
functions of genotypes with flat reaction ranges expressed as
phenotypes whose heritabilities are 1. If everyone in group G, in Figure



5.1 has the same genotype for intelligence, and this genotype expresses
itself as IQ 80 in all environments, genes alone dictate a mean group IQ
of 80. Contrast G; with genetically uniform group G,, in which the
heritability of intelligence is also 1, but whose reaction range stretches
from 90 to 100. Although h? is also 1 for G,, its mean phenotypic 1Q

depends on its mean environment. Likewise, genetic determinism can
be false even when genetic variation explains all group differences in a
phenotype. Suppose Hfor groups G, and G5 is 1 but the reaction range

of the genotype of G5 is 110-140. In both environments E and E’ the
mean G, — G5 difference is due wholly to genes, but the size of the
difference varies with environment; G3(E) — G,(E) # G3(E’) — G,(E’).
For a group difference to be “genetically determined,” h and H must

both be unity and the reaction ranges of the genotypes of both groups
must be congruent, as are those of G; and G,; here G3(E) — G4(E) =

G3(E’) — G4(E’) (again see Figure 5.1).

Although broader than biodeterminism, bio-environmental
determinism is narrower than determinism per se. Holding the
characteristics of a society to depend on the genotypes of its members
and the physical environment excludes culture itself as an explanatory
variable, a ban prompted by the patent circularity of using cultural
variation to explain variation in cultures. Baker illustrates this circle in
connection with numeracy. The Arunta Australids, according to an
anthropologist he cites, did not develop counting because “The Arunta
... has no need of a system of numbers comparable to ours. He
possesses nothing that he must necessarily count, no domestic animals,
no merchandise, no money.” “But why,” asks Baker, “had they nothing
to count? Why were they content with this situation?” (1974: 527).
When in the same vein it is asked why the Greeks invented science and
philosophy, bio-environmental determinism rejects “Their culture
encouraged speculation” as a non-answer. Viewing culture as a



phenotype concedes the impact of abiological contingencies like
disease and encounters with other groups, taken as features of the
environment in which a population develops. But bio-environmental
determinism denies that culture itself is an abiological contingency,
and holds open the likelihood that group responses to historical
accidents—for instance, which of two warring groups will dominate the
other—reflect evolved presocial dispositions.

Figure 5.1
Genetic Determinism Almost Always False
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Gene/environment accounts of culture are noncircular because
physical  environment—climate and natural resources—are
independently explainable, by geophysics and evolution respectively.
These factors may be used to explain culture because they are known to
exist and have causes other than culture, just as the egg may be said to
precede the chicken when there is an account of eggs independent of
chickens—for instance that the first chicken egg came from a



protochicken. Had science been bestowed on mankind by
extraterrestrials a la 2001—a seemingly nonbiological source—we
would still want to know why the extraterrestrials but not humans were
able to develop science on their own. The answer would likely be an
endogenous difference between us and them.

One weak form of purely biological determinism may be tenable,
however. Look again at Figure 5.1. While the phenotypic values of G,
and G5 and the value of G, — G5 both depend on the environment, G5 >
G, throughout the indicated range. In such a case the environmental
variable does cancel out, and we can say that G5 > G, is determined by
genes alone.?



5.2. WHY GENETIC EXPLANATIONS ARE DISTURBING

A puzzling aspect of the race issue is the depth of feeling provoked
by genetic explanations. People “obsess about nature versus nurture,”
chide Herrnstein and Murray (1994: 131), a compulsion they trace to
the erroneous equation of “genetic” with “unalterable.” This diagnosis
is surely superficial; practical worries about the difficulty of raising
black intelligence cannot explain the rage and disdain mere mention of
genes can provoke. The diagnosis that talk of genes evokes Hitler does
more justice to the emotional tone of the debate, but it does not explain
why ordinarily acute individuals—capable, one would think, of seeing
that hereditarianism is one thing, the Third Reich another—Ilose all
perspective when genes are mentioned.

The true cause, I suggest, is a felt connection between genes and
personal identity. Most informed persons in the late twentieth century
conceive genes as part of a person’s essence, what makes him what he
is. Flaws due to genes are consequently considered constitutional in a
way that phenotypically indistinguishable flaws due to environment are
not. Some such thought must be imputed to anyone who calls talk of
genetically lower intelligence an insult to blacks yet insists that blacks
do poorly in school because deprivation stunts their mental growth,
since the second hypothesis as much as the first implies that blacks are
less intelligent than whites and is therefore no less negative. It is not
simply a case of people ignoring unwelcome implications of their own
words; in denouncing genetic explanations while embracing
environmental ones, people are responding to a difference between
them. The difference is this: if a child, neonate, or fetus suffers brain
damage from an environmental cause like malnutrition or trauma, it
makes sense to say that he might have been more intelligent, and that
he would have been more intelligent under other circumstances. But if
his neurological condition was in his genes, he could not have been



more intelligent, even with different genes, since different genes would
not have produced him. Genes are of the essence of personal identity, so
talk of a genetic black intelligence deficit seems to ascribe a defect to
the black essence. Most people are reluctant to draw so harsh-sounding
a conclusion.

This fear could be allayed by decoupling genes from identity, but the
connection is tenacious.> The average person would almost certainly
agree that he could have been born with different arms or legs. He
would probably agree that, if the very sperm and egg that produced him
had met in a different place and time, and the person they produced
went on to lead a life wholly unlike the life he has actually led, this
person would still have been him. Finally, the average person would
probably agree that, had the sperm and egg that actually produced him
never fused, but another zygote in his mother’s womb had grown into
an adult with his appearance and personality, that person would not
have been him. Judgments of identity track genotypes.

Kripke (1973) compares the relation of a person to his genes to that
between a physical object and its constituent atoms. Once your kitchen
table has been destroyed, a table made of different atoms, no matter
how similar, cannot be that very table redivivus. Judgments of physical
identity track atomic constituents. As to why identity works this way,
Kripke (1973) considers these relations “metaphysically necessary,”
while empiricists suspect they are byproducts of linguistic convention
(Ayer 1982, Levin 1987a). A conventionalist analysis of identity